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A Fast Algorithm for Computing Multidimensional
DCT on Certain Small Sizes

Xinjian Chen, Qionghai Dai, and Chunwen Li

Abstract— This paper presents a new algorithm for the fast position of tensor product of transform matrix and requires the
computation of multidimensional (m -D) discrete cosine transform  smallest number of operations, but it is only suitable fei88
(DCT) with size Ny x N x... x N, where N isapowerof2and - bt and has irregular architecture. Recently, several fast algo-

N; <256, by using the tensor product decomposition of the trans- . - :
form matrixy It isgshown that ?he m -D DCTpor IDCT on these rithms have been proposed for multidimensional DCT. In [14],

small sizes can be computed using only 1-D DCT’s and additions A recursive algorithm for generating higher ordesD DCT by
and shifts. If all the dimensional sizes are the same, the total num- combing the computation & identical lower order DCT ar-

ber of multiplications required for the algorithmis only 1/mtimes  chitectures is presented, but it needs too many operations. The
of that required for the conventional row-column m?thpd. We also algorithm proposed in [15] converts the-D DCT with size
introduce approaches for computing scaled DCT's, in which the N x N x « N (N is a power of 2) into 1-D DCT’s and
number of multiplications is considerably reduced. e ‘ .
greatly reduces the number of operations, but it can not support
applications that require different dimensional sizes. Based on
the polynomial transform, an algorithm to computeD DCT
with size Ny x N x ... x N,,,(V; is a power of 2) proposed by
[. INTRODUCTION Zeng [16] can reduce the overall computational and structure
HE discrete cosine transform (DCT) approaches the segmplexity.
tistically optimal Karhunen-Loeve transform (KLT) for In this paper, a new algorithm for the fast computation of
highly correlated signals, so it is widely used in digital sigm-D DCT with size N; x N x ... x N, (N; is a power of
nal processing, especially for speech and image data comp@&&ndN; <256) is presented. It is shown that theD data
sion [1], [2]. Most video standards such as HDTV video codets on these small sizes can be decomposed into 1-D inde-
ing, H.261, JPEG, and MPEG use the two dimensional (2-Dgndent vectors for 1-D DCT’s based on the factorization of
DCT as a standard transform coding scheme. kB DCT the tensor product form of DCT. The proposed algorithm re-
is also very important for many video processing applicationguires only additions and shifts in both the pre-processing and
For example, the three dimensional (3-D) DCT coding is an d10st-processing stage. Hence the number of operations is al-
ternative approach to the motion compensation transform cddost comparable to that required in [16]. Both DCT and IDCT
ing technique used in video coding standard [17], and fougan be computed using 1-D DCT’s, and this architecture can
dimensional (4-D) DCT is generally required for 3-D motiorinake the software and hardware implementations more flexible
images. and realizable. We also introduced approaches for computing
Many algorithms have been proposed for efficient computgcaled DCT’s, in which the number of multiplications is con-
tion of 1-D DCT [3]-[5]. The conventional approach to comsiderably reduced.
pute the 2-D DCT is row-column method, i.e., taking the 1-D The rest of the paper is organized as follows. In section I,
DCT along the rows (columns) after along the columns (rows)ye give the algebraic derivations required for the proposed al-
The algorithms that work directly on 2-D data sets can lead @rithm. In section Iil, the methods for computing multidimen-
more efficient computation of 2-D DCT [6]-[13]. The Algo-sional DCT, inverse DCT (IDCT) and scaled DCT'’s are pro-
rithms in [7]and[8] save 2% multiplications as compared toVvided. The comparison of the computation complexity of the
the conventional row-column method. In [6], Vetterli proposeBroposed algorithm on some small sizes with the conventional
an indirect polynomial approach using polynomial transforfiw-column method is also given in this section. Finally, in
FFT and rotation that has multiplications betweeryz58nd section IV, we give conclusions.
75% of the conventional row-column method. Furthermore, the
direct approach of polynomial transform proposed by Duhamel [1. ALGEBRAIC DERIVATIONS
and Guillemot [9] and the fast algorithm based on trigonomet- For an input vectofzo, 21, . . ., 2,1 }, the DCT output vec-
ric decomposition presented by Cho and Lee [10] can redugg {y, 4. ... y,_1} is given by the relation
the number of multiplications to 50 of the conventional row-

Index Terms— Discrete cosine transform, fast algorithm, per-
mutation matrix, tensor product.

column method. The algorithm in [12] is based on the decom- n-l ok (2i + 1)
Yk =ck »_ cos g 1)
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written as
Tn =
7(0) 7(0) 7(0)
r(1) r(3) r(2n —1)
r(n—1) r(3(n—1)) r((n—1)(2n — 1))

)
Assumek < n, n is a power of 2. As done in [12], l&® 1)
be the permutation matrix acting on the rowskok & matrix
reordering them as follows), 2,-- -, k—2,1,3,---, k—1,and
let P, 2) be the permutation matrix acting on the< k£ matrix
by keeping the first /2 columns fixed and reversing the orde
of the lastk /2 columns. Letl;, denote the: x & identity matrix.
Define

r=(1 ) ©
andB;, =
G w5
@) -
r((?k;—kl)n> r((Qk:;:len) r<(2k;—1)2(;ik—1)n>

(4)
According to lemma 2 in [11], we have the following factor
ization of then-point DCT matrix.

" = P,K,R, (5)
where
loggf1
KRZI@(@ Byi) (6)
i=0
logy
b, = H(P(tn/zifl,l) @ L nyai-1) (7)
i=1
and
logy
R, = H ((F 24 IQi—l)P(tgq‘,)g) ¥ In72i’) (8)

=1
where® denotes the matrix direct sung, denotes the tensor

(or Kronecker) product, anf* denotes the transpose of matrix

P.
Lemma 1:For0 < i < n, n is a power of 2(3¢ + 1) mod
4n # 0and(3* — 1) mod4n # 0 .
Proof:

F=(A-1)=4" i 4.
Z(’L — 1)42(_1)1'72 + i4(—1)i71 + (_1)i

2

If 7 is odd, then(3; — 1)/2 and(3i + 1)/4 are both odd . If

i is even, suppose= 2™t, where0 < m < log5 andt is odd,
then we havé3i + 1)/2 is odd and

31—1

=471 om 2 ot —1) — ¢
T om / +oe 42600 — 1)

IEEE TRANSACTIONS ON SIGNAL PROCESSING

is also odd. Since is a power of 2 an@™ < n, the theorem is
true. |
Lemma 1 says that can be a generator for the summand

which is isomorphic to rindZ,, [11], thus the eIemenvs(%Si),

1=0,1,---,k — 1, are all distinct in absolute value. Define
M ook—1 N ook—2 20
rgpd ) g r(53)
n n _ n
G = —T(% %) 7“(%3k D) T(ﬁ?’l)
n. n ) E n :
r (k=2 " 9k—3 M ak—1
rgEd ) g3 ST
)
Since fori > 0,
LY N itok
gty (L 1
r(5p3) = (537 (10)
we should define
Mgy T a—it2k
r(2k3 ) T(2k3 ) (11)

Let P 3 be the signed permutation matrix acting on the
column

n 3n 5n (2k—1)n !
(T(%) 7’(%) T(ﬁ) T(%)>
is precisely
(r(3) (53 r(ge3) o o3 )

and P 4) be the permutation matrix reversing the order of the
columns ofk x k matrix. Then we have

Gy = P,3)Br P, 3 Pik.a) (12)
From (5) and (12), we obtain
T,=P,K,R, (13)
where
log;“1
K,=1&( @ Ga) (14)
i=0
log;H1
Py=PLe( P Phis) (15)
i=1
and
loggf1
Ry = (Lo (@D Pl uyPeis))Rn (16)

i=1
Obviously, P, is a signed permutation matrix arg}, is an
integral matrix in which the elements are all whole numbers.
Equation (13) is an extension of the conclusion described for
the DCT matrix on 8-points in [12].
The minimum number of additions required to compute the
product of an arbitrary vector by a integral matdixwill be
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denoted bNyu(R). From (8) and (16), according to the factor-

ization of R,,, we have

w(Ry) =2(14+2+4+---4+n/2)=2(n—-1) (17)

The companion matrix of a polynomia{v) = u* + 1 is

0 -1
1 0 0 O

Cp = 0 1 0 O (18)
o0 ---1 O

kxk

The properties o}, that will be used in this paper are the

following.

CF=-1I, (19)
cicl =opt (20)
Ck' & Im - Ck-m (21)
(O = ¢t = CF (22)

k—1

_ i—1

Gi = ; (533 (23)
CiGr = GC}, (24)

f
Lemma 2:There exists a signed permutation matrix

Py(k,2j+1) such that

i(2541)
P(k2j+1)Ci P} e(k,2j+1) = Ok ! (25)
Proof:
acting on the rows of x k£ matrix by making rowi (0 < ¢ < k—

1) to replace rowt = i(2j + 1) mod2k respectively (ift > k,

then be multiplied by-1 and replace row — k. Obviously,

c(k2j+1) Petk2j+1)y = Ik and P, (k,2j+1) Ckp (k,25+1) —
2 1
C™!. HenceP.2j11)CiPly o401y = Ci
theorem is true. [ |

Forl < k, lis a power of 2, definék x [k matrix
Rk =

I, O} C? e Cllfl
I; Cld 016 C’l?’(l_l)
: : : : : ® Iy (26)
I.l 012271 Cl2(él—1) Cl(lf1j(2zf1)
We can easily verify that
R(_l KT R(z k) (27)

Let P.(x2;+1) be the signed permutation matrix

ﬁ -1 ﬁ -2 ﬁ 0
0 -1 Nanva,
(213 )G (2[3 )G T(2l3 )G
-2 (I 3 n -1
(213 JGr (53 7)G r(53 )G
-1
Rl = PG @ Ly)Gy (28)
i=0
where l
—1
(2+1) _ i1y vi(25+1)
G = =Y (5370 (29)

=0

The right hand of equation (28) is block diagonal. This con-
clusion to decomposé€’; ® G into block diagonal matrix is
similar but different to that proposed in [12] which uses the
“blown-up” construction, and it may lead to further simplifica-
tion.

Obviously, u(R2)) = 4, and R; ;) can be factorized as
follows.

RanPhe 1y = (F @ L2 2)(Ray2,/2)
1/2-1

S( D CHN (R © 1))

=0

ol) (30)

whereF is defined in (3) and”;2 1) is defined as in (7). There-
ore

u(R(l,l)) = l2 + 4U(R(l/2,l/2)) (31)

Recursively, we have
u(Ryy) =1 logh (32)
u(R.ry) = kllog) (33)

k—1 ,
Lemma 3:Define Dy, = — > r(%xi)C’,@, wherez; is a
1=0

power of 3. Ifx;/z; 1 = 3¥T1(1 < i < k — 1), then there

_ Cl(2a+1) and the EXistsigned permutation matric€s and@» such that

Applying the properties of 'k (19)-(24), by direct computa- Applying (25), we have

tion, we have

1
TR (Gr® Gr)R{ 4y = TRawy

Q1DrQ2 = Gy, (34)
Proof: Supposer, = 3%, then
k—1
D= 3 (e
From (23), we obtain
X_: (731 1)01 10
=0
—1 .
z r(gp3 TG e,
P.(k.2j+1) D P, (k, 27+1)C =Gy
|
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Lemma 3 plays important roles for the algebraic simplifica- 2) If s = 2t + 1, then there exist signed permutation matrices
tions of (G\* ") @ I, ,)Gy. For example, choosing = 16 Q3(;) @ndQ(;»(0 < j < k — 1) such that
andk = 8, we have GPay =

7

o 2'Q3j)(Grj2 ® I NH"® I j=u—1
(G @ 1)Gs = — 3 r(3H9)Ci = Plig 5, GsCs* Pus ) %G & WAL @ L) 7=

- 21 Q) (Grya @ 1) Quy) j=2u—1
- @5) | 2 Qs0)(Grys @ I8)Quiy) (H! @ Iyn)  j=4u—1
and : ;
5 o 2% Q3(j)(G1 ® I)Qujy (H' @ I1.j2) J=ku/2—-1
GPGs(HR L) = -4 r(2 x 3343102+ 220y j=ku—1
= (43)
3 o . .
= —4Cg Y r(2 x 3330l ® I whereu is odd.
i=0 . The proof of the propositions above is very trivial, but we can
= 4C3(Pyy 3 @ [2)(Ga @ I5)(Cy " Pega3) @ I) easily verify them by computing\ >’ "V @Iy ,) G}, for anyl <
h (36) < 128, I, k are powers of 2. It is also shown that (40)- (43)
where

are not suitable for the cage> 256 in which the computation
H=C)-0C} = ( —11 } ) (37) results of ¥V @ I, 1) G, are difficult to simplify. We can

obtain the permutation matrix by applying lemma 3, e.g. (35)
From (35), we know that there exist signed permutation mand (36).

trices@, and@, such that Corollary 1: Forl = 2% < k < 128, wheres > 0,
1) If s = 2t, then there exist integral matricég ; ;) and
(G5” ® 11)Gs = Q1G5 Q> (38) Ftzq.) such that
L . 1
From (36), we also know that there exist sighed permutation G @Gy = St Ry (G ® I) Rog iy (44)

matricess3 and(@4 such that

®) 2) If s = 2t + 1, then there exist integral matric&s; 1) and
Gy 'Gs(H ® 1) = 4Q3(G4 ® I2)Q4 (39) Ry 1 such that

In order to obtain the rules of the algebraic simplifications
of (G @ I, ,)Gy, we programmed for computing these

expressions and summarized two propositions as follows. he | | ) ioned i I be ob
Proposition 1: Forl = 2° < k < 128, wheres > 0, The integral matrices mentioned in corollary 1 can be ob-

tained from (28) and proposition 1. It is clear that

G oG, = Ry (Gr @ I) Ry 1

2+1 (45)

1) If s = 2¢, then there exist signed permutation matri€gas
andQ, such that u(Ryqpy) = w(Rsam) = u(Raq ) = lklogh (46)
(G @ 1) G = 2 QuGRQL(H © o) (40)  and
whereH is defined in (37). uBaq) = lklogé ik 47

2) If s = 2t+ 1, then there exist signed permutation matrices [N the product with an arbitrary vector lfy; ® Gy, 1/2*

Q3 andQ, such that meanski(t + 1) shifts.
Corollary 2: Forl = 2% = k < 128, wheres > 0,
(G @ I Gy = 2'Q3GrQa 1) If s = 2t, then there exist integral matricé®, 5, and

(41) Ry i,k such that
Proposition 2: Forl = 2° = k < 128, wheres > 0,
1) If s = 2t, then there exist sighed permutation matrices

Q1(j) and@y(;)(0 < j < k — 1) such that wherek, is defined in (14) and; =

Gr ® Gk = Ri(,x)S1(Ky @ I) Ry i) (48)

G a, = 1 1
k k (§Ik D §Ik+2k D Zl4k+8k D---D 5124t—2+24t71).
t . . ] — —
gtglq)ggkm g?ggz(?)(yt © I 5) i _ ;u _11 2) If s = 2t + 1, then there exist integral matricég;, )
L WNTR/A S 4 2() k/2 : and Ry 1) such that
270 Q1 5y (Grys @ I3)Qa5) j=4du—1 ’
: : Gr ® Gk = Ra(,1)S2(Kr @ I) Ry i) (49)
22710, /(G @ 1 VH'® T = ku/2 —1
2%71%(])( 1® I ) Qo) ( k/2) i - ku/— X Wlhere921: 1 1
(42) (§Ik & §Ik+2k ® Zl4k+8k @B szkm)-

whereu is odd.
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The integral matrices mentioned in corollary 2 can be otx. DCT and IDCT
tained from (28) and proposition 2. Them-D DCT with sizeN; x N, x --- x N,,, can be repre-
o1k sented by the tensor product form
u(Ry(x,k)) = u(Rsr,ry) = k~ logy (50)

T’rh,nzw,nm = Tm ® T'nz @R Tnm (59)

R = k2 logh +k(k —1)/3 51
u(Ra(e) B2 )/ D Suppose€56 > N; > N, > --- > N,,, by applying (13) and

u(Raepy) = k?logh +k(2k — 1)/3 (52) (7). wehave
Tnl’n%'”vnm = (Pnl ® PI’;Z & - P’nm)élg
(Knl ® I71,27L3~~~71,m)R2(R7,,1 ® Rn2 R R an)
(60)

In the product with an arbitrary vector oy, ® Gy, S; means

(3t — 1)k? 4 4k

t
k+k_zz(222—2+221—1) — 3

i=1

(53) From (13) we also have

K,, = P;'T,,R;] (61)
shifts, andS; means
Equation (60) and (61) say that we can decomposéthe
(3t + 1)k? +4k  Nax---x N, datasets intasns - - - n,,, vectors for 1-D DCT'’s

2¢—2 2i—1
E(t +1+k+k Z i(2 +2 )= 3 onny-point with one additional pre-processing stage and post-
=1 (54) processing stage which include no multiplications.
shifts. For the purpose of reducing the number of additions, we in-

troduce a new method to compute the DCT with 1-D vectors in
which the transform matrix is ndf,, but X,,.
From (2) and (4), applying the property

a—p
2

Corollary 3: For256 > n; > ns, there exist diagonal ma-
trix S and integral matrice®, and R, such that

Ky, @ Gpy = R1S(Ky, ® I,) Ry (55) _—y

(@) +r(8) = 20(* 4

)r(

) (62)
whereS only includes shifts an®,, R» only include additions.
Proof: K, = Kn,®Grn, ®Gaon,®---®G,, /2. Applying  We have
corollary 1 and corollary 2, we can easily verify it. [ | By, = LT, Mg (63)
Corollary 4: For256 > n; > ngy, there exist diagonal ma-

trix S and integral matrice®; and R, such that where

1100 0 0
01 10 0 0
K, ® K, = R1S(K,, ®I,,,)R (56) 00 1 1 0
Ly = . (64)
whereS only includes shifts an®&,, R» only include additions. :
Proof: an = 1@G1@G2@G4@ @Gng/Q Applylng 00 0 O 1 1
corollary 3, we can easily verify it. 0000 1
Corollary 5: For256 > ny > ng > ng > -+ > nyy, there and
exist diagonal matrixS and integral matnceﬁ’,l andR2 such
that 1
o N My =diag| ———— | ,i=0,1,--- kK — 1. (65)
Ky, @Ky @ @Ky, = R1S(Kp, @ Ingnym,, )Rz (57) 2r (Qk(QZ + 1))
whereS only includes shifts an&;, R, only include additions. ~ Combing (12) and (63) yields
Proof: By using the distributive property of tensor prod- .
uct P 3) L Te My Py, 5) P10y = G (66)
AB®CD = (A®C)(B® D) (58) It is assumed that our algorithm uses the most efficient fast
and mainly applying corollary 4, we can obtain (57). - algorithm for 1-Dk-point DCT [4], which requiresl/%log’g

multiplications and3/2k logh —k + 1 additions. Sincel}, is
DCT transform matrix, from (66) we know that the product
lIl. DCT AND SCALED DCT with an arbitrary vector byGy, incIudesl/leog’g -+k multi-
plications and3/2k log® additions. Sak, includesl/2k logh
In this section, we will introduce the algorithm for themultiplications and3(1,/2k logh —k + 1) additions.
fast computation of multidimensional DCT and inverse DCT From (60) we know that the number of multipli-
(IDCT). Two methods for computing scaled DCT'’s (we defineations required for the computation of.-D DCT is
them as scaled DCT-I and scaled DCT-II) are also presentedin/2n4 logs* )nans - - - n,,, . The formula for the total number
this section. of additions required for the algorithm is very complex and may
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Ry® I,—— I, ® Ry——— K, ® K, ——— Permutation
goo
02
Yo1
Yos
L 12y,
- — Y20
=1/2 Y21
12 oy
1/2 Y11
IR > 4.,
b Y10
——— Y30
1/2 Y13
]i 5 -1 Y31
= Y12
172 Y32

+ I
o0y, represents), = axg
Y1 =oo — X1
(a)
n—— L — .
T Yo
T, T2 Y1
'1/2r |
) 4 Y2
s 1 2r >, ys 15 = cos(im/8)
(b)

Fig. 1. (a) The signal flow graph ford4 DCT. (b) The signal flow graph in block’y

different with different sizes. Based on the process of decom-The tensor product form of IDCT is
position, we can count the number of additions and shifts step

by step according to the previous corresponding formulae.
As an example, Fig.1 shows the signal flow graph fer4

DCT. In this example,

= O O O

1 1

1 -1

Ra=1 19 o

0 O
P, =

and
1
Ky = Gy
1
T2

11
0 1

wherer; = cos(in/8).

O = O O

G

o O O

O = OO

S = O

SO = O

0 O 0
1 1 0
0 0 -1 67)
1 -1 0
0
0
0 (68)
1
T2
3 1
—T1 T3
1
1\ 274
) KO
2’/‘1
(69)

Tﬁbl-,nm“-.,nm = (Rnl ® Rn'z @ ® an)téé

(Kf,,l ® Inzns~~-nm,)§tE§(Pm ® Pnz @ ® an)t

(70)
Define
1 0 0 0 0
0 O 0 0 -1
0 O o --- =1 0
U.=1 . . . . . (71)
0O 0 -1 0 0
0 -1 0 0 0
By lemma 2, notice thal/, = P.2r—1) and G}, =
G*~Y we have
UGrUL = G (72)
therefore
Vi Ky Vy, = K, (73)
where
log’;_l
Vi=1la (P Ux) (74)
=0

Equations (70) and (73) say that IDCT can also use the same
computation stage of 1-D DCT's as that of DCT, and only the
pre-processing stage and post-processing stage are different.
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TABLE |
COMPARISON OF THENUMBER OF MULTIPLICATIONS

Input | Row-Column| This Method| This Method This Method

Size [4] (DCT) (Scaled DCT-1)| (Scaled DCT-II)

4x4 32 16 6 8

8x8 192 96 54 64
16x16 1024 512 342 384
32x32 5120 2560 1878 2048
Ax4x4 192 64 28 32
8x8x8 2304 768 476 512

TABLE Il
COMPARISON OF THENUMBER OF ADDITIONS

Input | Row-Column| This Method | This Method This Method

Size [4] (DCT) (Scaled DCT-I)| (Scaled DCT-I)

4x4 72 74 (9) 72 (1) 72 (4)

8x8 464 466 (49) 462(6) 472 (36)
16x16 2592 2722 (321) 2584 (21) 2600 (196)
32x32 13376 14082 (1633)| 13614 (58) 13896 (1284)
4x4x4 432 448 (72) 432 (9) 432 (32)
8x8x8 5568 5600 (784) 5528 (96) 5696 (576)

“Number in the parentheses indicate the shifts required for the computation of DCT.

B. Scaled DCT-I

The approach for computing scaled DCT-I requires the least

number of multiplications, but it has irregular architectures that
may not suitable for VLSl implementations especially for larger

problem sizes.

From (12), (13), (63) and (73), notice tha}, = Bi, we have

T,

=1

1,12, m

<<§><ﬁnﬁm>><§ﬁm,n<<§ Bo)(® R o)

The tensor product form of scaled DCT-l is

(82)

i=1 i=1

Becausd%i is the signed permutation matrix aﬁﬁm is di-

m

agonal, so®(]3niﬂni) can be incorporated into scaling and
=1

Gr = Pl sy My R Vi K.V PLL|. P}, 5y Piray  (75) 2
quantization by first computing a scaled DCT. The number of
From (13) and (75), we have multications lies on) IAC,“,. Forn; <512,n; is a power of 2,
~ o~ o~ ~ A~ i=1
T = P M Tt 1 Ko T 2 (76) we can factorize®) K, according to (57), so the implementa-
i=1
where tion of scaled DCT-l is practical.
logh ™!
K,=Lo(@ K) (77) C. Scaled DCT-II
=1 The approach for computing scaled DCT-II needs more mul-
logl 1 tiplications than that of scaled DCT-I, but it has regular ar-
P,=Py(1®( @ Pais)) (78) chitectures that is suitable for \(LSI implementations. For
= 512> ny > ng > -+ > n,,, n; is a power of 2, only the
block G, /2 In K,,,(1 < i < m) be factorized according to
. logy ™ (75). By applying (57), finally we can factorizg,, .,.... n,, in
M,=1a( @ M) (79) the form
=0 o~~~ ~
. Tnhnz,"-}nm = PMR, (Knl/Q &® 12n2n3~--nm)R2 (83)
logs ™ o
En,l =16 @ Réngm) (80) whereAPM isAincorporated into scaling and quantization as in
i=0 (82), Ry and R, and are the matrices which only include addi-
and tions and shifts.
Equation (83) says that we can decompose e x
logh ! Ny x --- x N, data sets int®nyns - --n,, vectors for 1-

R.o,=(1a® VLPLIL P, o P )R, (81) D DCT's on ny/2-point. Hence the number of multipli-
2= (ZG:% 2o la Py o)) cations required for the computation of scaled DCT-lIl is



(1/2n1logy* —nq/2)nang - - - ny,, Which is less than that re- [11]
quired for computing DCT by ns - - - n,,, /2. We compare the
number of multiplications and additions required for this algqzo;
rithm to that required for the conventional row-column method
based on Lee’s approach [4]. The results are summarized in i3l
ble | and Table II. It is shown that our algorithm can greatly re-
duced the number of multiplications while the number of addit4]
tions is almost comparable to that required for the conventional
row-column method. In the method for computing Scaled DCTzs5)
I, we can incorporate many shifts a6d’s into multiplications,

so the number of operations required for this method is slightly
different to that required for computing DCT and scaled DCTi6]
Il.

[17]
IV. CONCLUSION

In this paper, we have proposed a new algorithm for the fast
computation of then-D DCT with size Ny x Ny X -+ X Ny,
whereN; is a power of 2 andV; <256. Based on the method of
factorizing the tensor product form of-D DCT, them-D DCT
or IDCT on these small sizes can be computed using only 1-D
DCT’s together with additions and shifts in the pre-processing
and post-processing stage. If all the dimensional sizes are the
same, the total number of multiplications required for the al-
gorithm is only1/m times of that required for the conventional
row-column method. We also introduced two methods for com-
puting scaled DCT'’s (scaled DCT-I and scaled DCT-Il) with
SizeN; x Ny x- - -x Np,, whereN; is a power of 2 andv; <512.

One requires the least number of multiplications but has irregu-
lar architecture, and another (the computation of scaled DCT-II)
can both greatly reduce the number of multiplications and has
regular computational structure which is suitable for VLSI im-
plementations.
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