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1. Introduction

ESPResSo is a simulation package designed to perform Molecular Dynamics (MD) and
Monte Carlo (MC) simulations. It is meant to be a universal tool for simulations of a
variety of soft matter systems. ESPResSo features a broad range of interaction poten-
tials which opens up possibilities for performing simulations using models with different
levels of coarse-graining. It also includes modern and efficient algorithms for treatment
of electrostatics (P3M, MMM-type algorithms, Maggs algorithm, ...), hydrodynamic
interactions (DPD, Lattice-Boltzmann), and magnetic interactions. It is designed to
exploit the capabilities of parallel computational environments. The program is being
continuously extended to keep the pace with current developments both in the algorithms
and software.

The kernel of ESPResSo is written in C with computational efficiency in mind. In-
teraction between the user and the simulation engine is provided via a Tcl scripting
interface. This enables setup of arbitrarily complex systems which users might want to
simulate in future, as well as modifying simulation parameters during runtime.

1.1. Guiding principles

ESPResSo is a tool for performing computer simulation and this user guide describes how
to use this tool. However, it should be borne in mind that being able to operate a tool
is not sufficient to obtain physically meaningful results. It is always the responsibility of
the user to understand the principles behind the model, simulation and analysis methods
he is using. ESPResSo will not do that for youl!

It is expected that the users of ESPResSo and readers of this user guide have a thorough
understanding of simulation methods and algorithms they are planning to use. They
should have passed a basic course on molecular simulations or read one of the renown
textbooks, e.g. [21]. It is not necessary to understand everything that is contained in
ESPResSo, but it is inevitable to understand all methods that you want to use. Using
the program as a black box without proper understanding of the background will most
probably result in wasted user and computer time with no useful output.

To enable future extensions, the functionality of the program is kept as general as
possible. It is modularized, so that extensions to some parts of the program (e.g. im-
plementing a new potential) can be done by modifying or adding only few files, leaving
most of the code untouched.

To facilitate the understanding and the extensibility, much emphasis is put on read-
ability of the code. Hard-coded assembler loops are generally avoided in hope that the
overhead in computer time will be more than compensated for by saving much of the
user time while trying to understand what the code is supposed to do.




Hand-in-hand with the extensibility and readability of the code comes the flexibility of
the whole program. On the one hand, it is provided by the generalized functionality of
its parts, avoiding highly specialized functions. An example can be the implementation
of the Generic Lennard-Jones potential described in section where the user can
change all available parameters. Where possible, default values are avoided, providing
the user with the possibility of choice. ESPResSo cannot be aware whether your particles
are representing atoms or billiard balls, so it cannot check if the chosen parameters make
sense and it is the user’s responsibility to make sure they do.

On the other hand, flexibility of ESPResSo stems from the employment of Tcl at the
steering level. Apart from the ability to modify the simulation and system parameters at
runtime, many simple tasks which are not computationally critical can be implemented
at this level, without even touching the C-kernel. For example, simple problem-specific
analysis routines can be implemented in this way and made interact with the simulation
core. Another example of the program’s flexibility is the possibility to integrate system
setup, simulation and analysis in one single control script. ESPResSo provides commands
to create particles and set up interactions between them. Capping of forces helps prevent
system blow-up when initially some particles are placed on top of each other. Using
the Tcl interface, one can simulate the randomly set-up system with capped forces,
interactively check whether it is safe to remove the cap and switch on the full interactions
and then perform the actual productive simulation.

1.2. Available simulation methods

e Ensembles:
— NVE
— NVT
— NpT

Algorithms for charged systems:
— P3M for fully periodic systems

— ELC and MMM-family of algorithms for charged systems with non-periodic
boundary conditions

— MEMD (Maggs algorithm)

Hydrodynamics:
— DPD (as a thermostat)

— Lattice-Boltzmann

Non-equilibrium MD to simulate shear flow

Parallel tempering

Metadynamics




e Rigid bodies via virtual sites

1.3. Basic program structure

As already mentioned, ESPResSo consists of two components. The simulation engine is
written in C for the sake of computational efficiency. The steering or control level is
interfaced to the kernel via an interpreter of the Tcl scripting language.

The kernel performs all computationally demanding tasks. Before all, integration of
Newton’s equations of motion, including calculation of energies and forces. It also takes
care of internal organization of data, storing the data about particles, communication
between different processors or cells of the cell-system. The kernel is modularized so that
basic functions are accessed via a set of well-defined lean interfaces, hiding the details of
the complex numerical algorithms.

The Tcl interpreter contains several special commands as an extension to Tcl, which
provide the interaction with the simulation engine. Thus, the user has at hand the
full realm of Tcl commands and constructs plus a few commands to communicate with
the simulation engine. The interfacing commands are designed so that they can both
set properties of the system (set up particles, interactions, thermostat) and retrieve
information about the already set-up entities. The standard Tcl constructs allow for
a flexible decision-making in the course of the simulation. This can be for example
exploited to check whether a simulation has reached the desired state. With a certain
overhead in efficiency, it can also be used to reject/accept new configurations in combined
MD/MC schemes. In principle, any parameter which is accessible from the Tcl level
can be changed at any moment of runtime. In this way methods like thermodynamic
integration become readily accessible.

The focus of the user guide is documenting the Tcl commands, their behaviour and
use in the simulation. It only describes certain technical details of implementation which
are necessary for understanding how the commands work. Technical documentation of
the code and program structure is contained in the Developers’ guide (see section .

1.4. On units

What is probably one of the most confusing subjects for beginners of ESPResSo is, that
ESPResSo does not predefine any units. While most MD programs specify a set of units,
like, for example, that all lengths are measured in Angstrém or nanometers, times are
measured in nano- or picoseconds and energies are measured in kJ/mol, ESPResSo does
not do so.

Instead, the length-, time- and energy scales can be freely chosen by the user. Once
these three scales are fixed, all remaining units are derived from these three basic choices.

The probably most important choice is the length scale. A length of 1.0 can mean
a nanometer, an Angstrém, or a kilometer - depending on the physical system, that
the user has in mind when he writes his ESPResSo-script. When creating particles
that are intended to represent a specific type of atoms, one will probably use a length




scale of Angstrém. This would mean, that e.g. the parameter ¢ of the Lennard-Jones
interaction between two atoms would be set to twice the van-der-Waals radius of the
atom in Angstrom. Alternatively, one could set o to 2.0 and measure all lengths in
multiples of the van-der-Waals radius. When simulation colloidal particles, which are
usually of micrometer size, one will choose their diameter (or radius) as basic length
scale, which is much larger than the Angstrom scale used in atomistic simulations.

The second choice to be made is the energy scale. One can for example choose to
set the Lennard-Jones parameter € to the energy in kJ/mol. Then all energies will
be measured in that unit. Alternatively, one can choose to set it to 1.0 and measure
everything in multiples of the van-der-Waals binding energy of the respective particles.

The final choice is the time (or mass) scale. By default, ESPResSo uses a reduced
mass of 1, so that the mass unit is simply the mass of all particles. Combined with the
energy and length scale, this is sufficient to derive the resulting time scale:

[mass]

[time] = [length] Tenergy]”

This means, that if you measure lengths in Angstrom, energies in kg7 at 300K and
masses in 39.95u, then your time scale is 121\/39.95u//~cBT = 0.40 ps.

On the other hand, if you want a particular time scale, then the mass scale can be
derived from the time, energy and length scales as

[time]?

[mass| = [energy] Tlongth]2”

By activating the feature MASSES, you can specify particle masses in the chosen unit
system.

A special note is due regarding the temperature, which is coupled to the energy scale
by Boltzmann’s constant. However, since ESPResSo does not enforce a particular unit
system, we also don’t know the numerical value of the Boltzmann constant in the current
unit system. Therefore, when specifying the temperature of a thermostat, you actually
do not define the temperature, but the value of the thermal energy kg7 in the current
unit system. For example, if you measure energy in units of kJ/mol and your real
temperature should be 300 K, then you need to set the thermostat’s effective temperature
to k300 Kmol/kJ = 2.494.

As long as one remains within the same unit system throughout the whole ESPResSo-
script, there should be no problems.

1.5. Requirements

The following libraries and tools are required to be able to compile and use ESPResSo:

Tcl/Tk ESPResSo requires the Toolkit Command Language Tcl/Tk E] in the version 8.3
or later. Some example scripts will only work with Tcl 8.4. You do not only need

"http://www.tcl.tk/
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the interpreter, but also the header files and libraries. Depending on the operating
system, these may come in separate development packages. If you want to use a
graphical user interface (GUI) for your simulation scripts, you will also need Tk.

FFTW For some algorithms (e.g. P3M), ESPResSo needs the FFTW library version 3
or later E] for Fourier transforms. Again, the header files are required.

MPI Finally, if you want to use ESPResSo in parallel, you need a working MPI environ-
ment (that implements the MPI standard version 1.2).

1.6. Syntax description

Throughout the user’s guide, formal definitions of the syntax of several Tcl-commands
can be found. The following conventions are used in these descriptions:

e Different variants of a command are labeled (1), (2), ...

e Keywords and literals of the command that have to be typed exactly as given are
written in typewriter font.

e If the command has variable arguments, they are set in italicfont. The descrip-
tion following the syntax definition should contain a detailed explanation of the
argument and its type.

o (altl | alt2 ) specifies, that one of the alternatives alt! or alt2 can be used.
e [argument] specifies, that the argument argument is optional, i.e. it can be omitted.

e When an optional argument or a whole command is marked by a superscript label
(1), this denotes that the argument can only be used, when the corresponding

feature (see appendix [B on page 217)) specified in “Required features” is activated.

Example
(1) constraint wall normal n, n, n, dist d type id

(2) constraint sphere center ¢, ¢, c, radius rad direction direction
type id

(3) constraint rod center ¢, c, lambda lambda

(4) constraint ext_magn_field f, f, f 2,3

Required features: CONSTRAINTS lELECTROSTATICS 2ROTATION 3DIPOLES

1

2http://wuw.fftw.org/
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2. First steps

2.1. Quick installation

If you have installed the requirements (see section |1.5 on page 10|) in standard locations,
to compile ESPResSo, it is usually enough to execute the following sequence of two steps

in the directory where you have unpacked the sources:

./configure
make

This will compile ESPResSo in a freshly created object path named according to your
CPU and operating system. As you have not yet specified a configuration, a standard
version will be built with the most often used features. Usually you will want to build
another version of ESPResSo with options better suited for your purpose.

In some cases, e.g. when ESPResSo needs to be compiled for several different platforms
or when different versions with different sets of features are required, it might be useful
to execute the commands not in the source directory itself, but to start configure
from another directory (see section [3.1.1 on page 21). Furthermore, many features
of ESPResSo can be selectively turned on or off in the local configuration header (see
section before starting the compilation with make.

The shell script configure prepares the source code for compilation. It will determine
how to use and where to find the different libraries and tools required by the compilation
process, and it will test what compiler flags are to be used. The script will find out most
of these things automatically. If something is missing, it will complain and give hints on
how to solve the problem. The configuration process can be controlled with the help of
a number of options that are explained in section 3.1 on page 20

The command make will compile the source code. Depending on the options passed
to the program, make can also be used for a number of other things:

e It can install and uninstall the program to some other directories. However, nor-
mally it is not necessary to actually install ESPResSo to run it.

e It can test ESPResSo for correctness.

e It can build the documentation.

The details of the usage of make are described in section
When these steps have successfully completed, ESPResSo can be started with the

command (see section [3.3 on page 24)

Espresso script

12



where script is a Tcl script that tells ESPResSo what to do, and has to be written by the
user. You can find some examples in the samples folder of the source code directory.
If you want to run in parallel, you should have compiled ESPResSo to use MPI, and
need to tell MPI to run ESPResSo in parallel. The actual invocation is implementation
dependent, but in many cases, such as OpenMPI, you can use

mpirun -n n_nodes Espresso script

where n_nodes is the number of prcessors to be used.

2.2. Running ESPResSo

ESPResSo is implemented as an extension to the Tcl scripting language. This means
that you need to write a script for any task you want to perform with ESPResSo. To
learn about the Tcl script language and especially the ESPResSo extensions, this chapter
offers two tutorial scripts. The first will guide you step-by-step through creating your
first simulation script, while the second script is a well documented example simulation
script. Since the latter is slightly more complex and uses more advanced features of
ESPResSo, we recommend to work through both scripts in the presented order. If you
want to learn about the Tcl language in greater detail, there is an excellent tutorial [ﬂ

2.3. Creating the first simulation script

This section introduces some of the features of ESPResSo by constructing step by step
a simulation script for a simple salt crystal. We cannot give a full Tcl tutorial here;
however, most of the constructs should be self-explanatory. We also assume that the
reader is familiar with the basic concepts of a MD simulation here. The code pieces can
be copied step by step into a file, which then can be run using Espresso file from the
ESPResSo source directory.

Our script starts with setting up the initial configuration. Most conveniently,
one would like to specify the density and the number of particles of the system as
parameters:

set n_part 200; set density 0.7
set box_1 [expr pow($n_part/$density,1./3.)]

These variables do not change anything in the simulation engine, but are just standard
Tcl variables; they are used to increase the readability and flexibility of the script. The
box length is not a parameter of this simulation; it is calculated from the number of
particles and the system density. This allows to change the parameters later easily, e.g.
to simulate a bigger system.

The parameters of the simulation engine are modified by the setmd command.
For example

"http://wuw.tcl.tk/man/tcl8.5/tutorial/tcltutorial .html
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setmd box_1 $box_1 $box_1 $box_1
setmd periodic 1 1 1

defines a cubic simulation box of size box_1, and periodic boundary conditions in
all spatial dimensions. We now fill this simulation box with particles

set q 1; set type O
for {set i 0} { $i < $n_part } {incr i} {
set posx [expr $box_l*[t_random]]
set posy [expr $box_1*[t_random]]
set posz [expr $box_l*[t_random]]
set q [expr -$ql; set type [expr 1-$typel
part $i pos $posx $posy $posz q $q type $type
}

This loop adds n_part particles at random positions, one by one. In this construct,
only two commands are not standard Tcl commands: the random number generator
t_random and the part command, which is used to specify particle properties, here the
position, the charge q and the type. In ESPResSo the particle type is just an integer
number which allows to group particles; it does not imply any physical parameters. Here
we use it to tag the charges: positive charges have type 0, negative charges have type 1.
Now we define the ensemble that we will be simulating. This is done using the
thermostat command. We also set some integration scheme parameters:

setmd time_step 0.01; setmd skin 0.4
set temp 1; set gamma 1
thermostat langevin $temp $gamma

This switches on the Langevin thermostat for the NVT ensemble, with temperature temp
and friction gamma. The skin depth skin is a parameter for the link—cell system which
tunes its performance, but cannot be discussed here.

Before we can really start the simulation, we have to specify the interactions
between our particles. We use a simple, purely repulsive Lennard-Jones interaction
to model the hard core repulsion [22], and the charges interact via the Coulomb
potential:

set sig 1.0; set cut [expr 1.12246*$sig]

set eps 1.0; set shift [expr 0.25%$eps]

inter 0 O lennard-jones $eps $sig $cut $shift O
inter 1 O lennard-jones $eps $sig $cut $shift 0
inter 1 1 lennard-jones $eps $sig $cut $shift O
inter coulomb 10.0 p3m tunev2 accuracy le-3 mesh 32

The first three inter commands instruct ESPResSo to use the same purely repulsive
Lennard—Jones potential for the interaction between all combinations of the two parti-
cle types 0 and 1; by using different parameters for different combinations, one could
simulate differently sized particles. The last line sets the Bjerrum length to the value
10, and then instructs ESPResSo to use P?M for the Coulombic interaction and to try

14



to find suitable parameters for an rms force error below 1072, with a fixed mesh size of
32. The mesh is fixed here to speed up the tuning; for a real simulation, one will also

tune this parameter.

If we want to calculate the temperature of our system from the kinetic energy, we need
to know the number of the degrees of freedom of the particles. In ESPResSo these are
usually 3 translational plus 3 rotational degrees of freedom (if the feature ROTATION

is activated). You can get this number in the following way E}

if { [regexp "ROTATION" [code_info]] } {
set deg_free 6
} else { set deg_free 3 }

Now we can integrate the system:

set integ_steps 200

for {set i 0} { $i < 20 } { incr i} {
set temp [expr [analyze energy kinetic]l/(($deg_free/2.0)*$n_part)]
puts "t=[setmd time] E=[analyze energy totall, T=$temp"
integrate $integ_steps

}

This code block is the primary simulation loop and runs 20 xinteg_steps MD steps.
Every integ_steps time steps, the potential, electrostatic and kinetic energies are
printed out (the latter one as temperature). However, the simulation will crash:
ESPResSo complains about particle coordinates being out of range. The reason for
this is simple: Due to the initial random setup, the overlap energy is around a
million kT, which we first have to remove from the system. In ESPResSo, this is
can be accelerated by capping the forces, i. e. modifying the Lennard—Jones force
such that it is constant below a certain distance. Before the integration loop, we
therefore insert this equilibration loop:

for {set cap 20} {$cap < 200} {incr cap 20} {
puts "t=[setmd time] E=[analyze energy total]"
inter forcecap $cap; integrate $integ_steps

}

inter forcecap O

This loop integrates the system with a force cap of initially 20 and finally 200. The last
command switches the force cap off again. With this equilibration, the simulation script

runs fine.

However, it takes some time to simulate the system, and one will probably like to
write out simulation data to configuration files, for later analysis. For this purpose
ESPResSo has commands to write simulation data to a Tcl stream in an easily
parsable form. We add the following lines at end of integration loop to write the
configuration files “config_0” through “config_19”:

2There also exists a Tcl function degrees_of_freedom which does the same.
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set f [open "config $i" "w"]

blockfile $f write tclvariable {box_1 density}
blockfile $f write variable box_1

blockfile $f write particles {id pos type}
close $f

2

The created files “config_...” are human-readable and look like

{tclvariable
{box_1 10}
{density 0.7}
}
{variable {box_1l 10.0 10.0 10.0} }
{particles {id pos type}
{0 3.51770181433 4.3208975936 5.30529948918 0}
{1 3.93145531704 6.58506447035 6.95045147034 1}

¥

As you can see, such a blockfile consists of several Tcl lists, which are called blocks,
and can store any data available from the simulation. Reading a configuration is
done by the following simple script:

set £ [open $filename "r"]
while { [blockfile $f read auto] != "eof" } {}
close $f

The blockfile read auto commands will set the Tcl variables box_1 and density to
the values specified in the file when encountering the tclvariable block, and set the
box dimensions for the simulation when encountering the variable block. The particle
positions and types of all 216 particles are restored when the particles block is read.
Note that it is important to have the box dimensions set before reading the particles, to
avoid problems with the periodic boundary conditions.

With these configurations, we can now investigate the system. As an example, we
will create a second script which calculates the averaged radial distribution functions
g++(r) and g4_(r). The radial distribution function for a the current configuration
can be obtained using the analyze command:

set rdf [analyze rdf 0 1 0.9 [expr $box_1/2] 100]
set rlist ""
set rdflist ""
foreach value [lindex $rdf 1] {
lappend rlist [lindex $value 0]
lappend rdflist [lindex $value 1]
}

The shown analyze rdf command returns the distribution function of particles of type
1 around particles of type 0 (i. e. of opposite charges) for radii between 0.9 and half the

16



Figure 2.1.: VMD Snapshot of the salt system

box length, subdivided into 100 bins. Changing the first two parameters to either “0 0”
or “1 1”7 allows to determine the distribution for equal charges. The result is a list of
r and g(r) pairs, which the following foreach loop divides up onto two lists rlist and
rdflist.

To average over a set of configurations, we put the two last code snippets into a
loop like this:

set cnt O
for {set i 0} {$i < 100} {incr i} { lappend avg_rdf 0}
foreach filename $argv {

set f [open $filename "r"]

while { [blockfile $f read auto] '= "eof" } {}
close $f

set rdf [analyze rdf 0 1 0.9 [expr $box_1/2] 100]
set rlist ""

set rdflist ""
foreach value [lindex $rdf 1] {
lappend rlist  [lindex $value O]
lappend rdflist [lindex $value 1] }
set avg_rdf [vecadd $avg_rdf $rdflist]
incr cnt
}
set avg_rdf [vecscale [expr 1.0/$cnt] $avg_rdf]

Initially, the sum of all g(r), which is stored in avg_rdf, is set to 0. Then the loops
over all configurations given by argv, calculates g(r) for each configuration and adds
up all the g(r) in avg_rdf. Finally, this sum is normalized by dividing by the number
of configurations. Note the “1.0/$cnt”; this is necessary, since “1/$cnt” is interpreted
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a(n)
N

Figure 2.2.: Radial distribution functions g4+ (r) between equal charges (rectangles) and
g+—(r) for opposite charges (circles). The plus symbols denote g(r) for an
uncharged system.

as an integer division, which results in 0 for cnt > 1. argv is a predefined variable: it
contains all the command line parameters. Therefore this script should be called like

Espresso script [config... ]

The printing of the calculated radial distribution functions is simple. Add to the
end of the previous snippet the following lines:

set plot [open "rdf.data" "w"]

puts $plot "\# r rdf(r)"

foreach r $rlist rdf $avg_rdf { puts $plot "$r $rdf" }
close $plot

This instructs the Tcl interpreter to write the avg_rdf to the file rdf .data in gnuplot—
compatible format. Fig. shows the resulting radial distribution functions, averaged
over 100 configurations. In addition, the distribution for a neutral system is given,
which can be obtained from our simulation script by simply removing the command
inter coulomb ... and therefore not turning on P3M.

The code example given before is still quite simple, and the reader is encouraged to
try to extend the example a little bit, e. g. by using differently sized particle, or changing
the interactions. If something does not work, ESPResSo will give comprehensive error
messages, which should make it easy to identify mistakes. For real simulations, the
simulation scripts can extend over thousands of lines of code and contain automated
adaption of parameters or online analysis, up to automatic generation of data plots.
Parameters can be changed arbitrarily during the simulation process, as needed for e. g.

18



simulated annealing. The possibility to perform non—standard simulations without the
need of modifications to the simulation core was one of the main reasons why we decided
to use a script language for controlling the simulation core.

2.4. tutorial.tcl

In the directory samples/ of the es sources, you will find a well documented simulation
script tutorial.tcl, which takes you step by step through a slightly more complicated
simulation of a polyelectrolyte system. The basic structure of the script is however
the same as in the previous example and probably the same as the structure of most
ESPResSo simulation scripts.

Initially, some parameters and global variables are set, the interactions are initialized,
and particles are added. For this, the script makes use of the polymer command, which
provides a faster way to set up chain molecules.

The actual simulation falls apart again into two loops, the warmup loop with increasing
force capping, and the final simulation loop. Note that the electrostatic interaction is
only activated after equilibrating the excluded volume interactions, which speeds up the
warmup phase. However, depending on the problem, this splitted warmup may not be
possible due to physical restrictions. ESPResSo cannot detect these mistakes and it is
your responsibility to find simulation procedure suitable to your specific problem.
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3. Getting, compiling and running
ESPResSo

This chapter will describe how to get, compile and run the ESPResSo software.

ESPResSo releases are available as source code packages from the ESPResSo home
page{ﬂ This is where new users should get the code. The code within release packages is
tested and known to run on a number of platforms. Alternatively, people that want to
use the newest features of ESPResSo or that want to start contributing to the software
can instead obtain the current development code via the version control system software
gilﬂ from ESPResSo’s project page at Github El This code might be not as well tested
and documented as the release code; it is recommended to use this code only if you have
already gained some experience in using ESPResSo.

Unlike most other software, no binary distributions of ESPResSo are available, and the
software is usually not installed globally for all users. Instead, users of ESPResSo should
compile the software themselves. The reason for this is that it is possible to activate
and deactivate various features before compiling the code. Some of these features are
not compatible with each other, and some of the features have a profound impact on
the performance of the code. Therefore it is not possible to build a single binary that
can satisfy all needs. A user should always activate only those features that are actually
needed. This means, however, that learning how to compile ESPResSo is a necessary
evil. The build system of ESPResSo uses the GNU autotools, which are developed since
more than 20 years and allow to compile software easily on a wide range of platforms.

3.1. Running configure

The first step of building ESPResSo is to run the shell script configure which is to be
found in the top level source directory. The script collects all the information required
by the compilation process. It will determine how to use and where to find the compiler,
as well as the different libraries and tools required by the compilation process, and it
will test what compiler flags are to be used. The script will find out about most of these
things automatically. If something is missing, it will complain and give hints how to
solve the problem. The generic syntax of calling the configure script is:

configure [options ...]1 [wvariable=value ...]

"http://espressomd.org
Zhttp://git.org
3https://github.com/espressomd/espresso
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If you are using the development source code from the git repository, before you
can call configure, it is necessary to have the GNU autotools (autoconf and automake)
installed. Then you can call the script bootstrap.sh from the top level source directory,
which will generate the configure script.

3.1.1. Source and build directories

Usually, when a program is compiled, the resulting binary files are put into the same
directory as the sources of the program. In ESPResSo’s build system, the source directory
that contains all the source files can be completely separated from the build directory,
where the files created by the build process are put. The location of the build directory
is the current working directory at the time when configure is called. In this way, you
can build several variants of ESPResSo, each variant having different activated features,
and for as many platforms as you want. All further commands concerning compiling
and running ESPResSo have to be called from the build directory. None of the files in
the source directory is ever modified when by the build process.

Example When the source directory is $srcdir (i.e. the files where unpacked to this
directory), then the build directory can be set to $builddir by calling the configure-
script from there:

cd $builddir
$srcdir/configure
make

Espresso

3.1.2. Options and Variables

The behaviour of configure can be controlled by the means of command line options
and variables. In the following, only important command line options and variables
ESPResSo will be explained. For a complete list of options, variables and explanations
thereof, call

configure --help

--with-mpi=( yes | no | guess )/ --without-mpi By default, configure will auto-
matically determine whether an MPI compiler is available. If it is, it will use it. If
you specify ——without-mpi or ——with-mpi=no, then MPI will not be used, even if
it is available.

--with-efence / --without-efence Whether or not to use the “electric fence” mem-
ory debugging library. E] Efence is not used by default.

‘http://freshmeat.net/projects/efence/
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--with-tcl1=TCL By default, configure will automatically determine which version of
Tcl is used. If the wrong version is chosen automatically, you can specify the name
of the library with this option, e.g. tc18.4.

--with-tk=TK / --without-tk By default, the GUI toolkit Tk is not used by ESPResSo.
This option can be used to activate Tk and to specify which Tk version to use,
e.g. tk8.4. If you only specify --with-tk and do not give a version number,
configure will try to automatically deduce the right version.

--with-fftw / --without-fftw This can be used to specify whether the FFTW li-
brary is to be used, and which version. By default, version 3 will be used if it is

found, otherwise version 2 is used. Note that quite a number of central features of
ESPResSo require FFTW.

--with-cuda=path / --without-cuda This switch enables CUDA support. path should
be the path to the CUDA directory, which can be omitted if it is the NVIDIA de-
fault path, i.e. /usr/local/cuda. The variable NVCCFLAGS can be used to define
compiler flags for the NVIDIA CUDA-compiler nvcc. For example, NVCCFLAGS
= "-gencode arch=compute_20,code=sm_20" will compile code only for Fermi
cards. Default is to compile for compute model 2.0, i.e. everything with a Fermi
chip or newer. Note that we require at least compute model 1.1, that is G90.
However, to use G90 (e.g. Tesla C1060), you need to manually specificy compute
model 1.1.

LDFLAGS=1%nker-flags This variable can be used to change the flags that the linker will
get when linking the ESPResSo binaries. This variable can be used to modify the
path where the compiler finds library files when they are installed in non-standard
places, e.g. LDFLAGS="-L/home/juser/1lib".

CPPFLAGS=preprocessor-flags This variable can be used to change the flags that the
preprocessor will see. This variable can be used to modify the path wherer the
compiler finds include files when they are installed in non-standard places, e.g.
CPPFLAGS="-I/home/juser/include".

CXXFLAGS=C++-compiler flags This variable can be used to modify the compilation
flags, e.g. to change the optimization level for debugging (CXXFLAGS="-g -00").
3.2. make: Compiling, testing and installing ESPResSo

The command make is mainly used to compile the ESPResSo source code, but it can do
a number of other things. The generic syntax of the make command is:

make [options] [target...] [wariable=valuel

When no target is given, the target all is used. The following targets are available:
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all Compiles the complete ESPResSo source code. The variable myconf can be used to

specify the name of the configuration header to be used.

check Runs the testsuite. By default, all available tests will be run on 1, 2, 3, 4, 6,

or 8 processors. Which tests are run can be controlled by means of the variable
tests, which processor numbers are to be used can be controlled via the variable
processors. Note that depending on your MPI installation, MPI jobs can only
be run in the queueing system, so that ESPResSo will not run from the command
line. In that case, you may not be able to run the testsuite, or you have to directly
submit the testsuite script testsuite/test.sh to the queueing system.
Example: make check tests="madelung.tcl" processors="1 2"

will run the test madlung.tcl on one and two processors.

clean Deletes all files that were created during the compilation.

mostlyclean Deletes most files that were created during the compilation. Will keep for

example the built doxygen documentation and the ESPResSo binary.

dist Creates a .tar.gz-file of the ESPResSo sources. This will include all source files

as they currently are in the source directory, i.e. it will include local changes. This
is useful to give your version of ESPResSo to other people. The variable extra can
be used to specify additional files and directories that are to be included in the
archive file.

Example: make dist extra="myconfig.hpp internal"

will create the archive file and include the file myconfig.hpp and the directory
internal with all files and subdirectories.

install Install ESPResSo. The variables prefix and exec-prefix can be used to

specify the installation directories, otherwise the defaults defined by the configure
script are used. prefix sets the prefix where all ESPResSo files are to be installed,
exec-prefix sets the prefix where the executable files are to be installed and is
required only when there is an architecture-specific directory.

Example: make install prefix=/usr/local

will install all files below /usr/local.

uninstall Uninstalls ESPResSo, i.e. removes all files that were installed during make

ug

dg

install. The variables are identical to the variables of the install-target.

Creates the User guide in the doc/ug subdirectory (only when using the develop-
ment sources).

Creates the Developers’ guide in the doc/dg subdirectory (only when using the
development sources).

doxygen  Creates the Doxygen code documentation in the doc/doxygen subdirectory.

tutorials  Creates the ESPResSo tutorials in the doc/tutorials subdirectory.
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doc Creates all documentation in the doc subdirectory (only when using the develop-
ment sources).

A number of options are available when calling make. The most interesting option
is probably -j num_jobs, which can be used for parallel compilation on computers
that have more than one CPU or core. num_jobs specifies the maximal number of jobs
that will be run. Setting num_jobs to the number of available processors speeds up the
compilation process significantly.

3.3. Running ESPResSo

When ESPResSo is found in your path, it can be run via
Espresso [tcl_script [args]]

When ESPResSo is called without any arguments, it is started in the interactive mode,
where new commands can be entered on the command line. When the name of a tcl_-
script is given, the script is executed. Any further arguments are passed to the script.

If you want to run ESPResSo in parallel using MPI, the actual invocation depends on
your MPI implementation. In many cases, e.g. OpenMPI, the command will be

mpiexec -n n_nodes Espresso [tcl_script [args]]

where n_nodes denotes the number of MPI nodes to be used. However, note that de-
pending on your MPI installation, MPI jobs can only be run in a queueing system, so
that ESPResSo will not run from the command line. Also, older installations sometimes
require “-np” instead of “-n” or “mpirun” instead of “mpiexec”.

3.4. myconfig.hpp: Activating and deactivating features

ESPResSo has a large number of features that can be compiled into the binary. However,
it is not recommended to actually compile in all possible features, as this will slow down
ESPResSo significantly. Instead, compile in only the features that are actually required.
A strong gain in speed can be achieved, by disabling all non-bonded interactions except
for a single one, e.g. LENNARD_JONES. For the developers, it is also possible to turn on or
off a number of debugging messages. The features and debug messages can be controlled
via a configuration header file that contains C-preprocessor declarations. Appendix
lists and describes all available features. The file myconfig-sample.hpp
that configure will generate in the build directory contains a list of all possible features
that can be copied into your own configuration file. When no configuration header is
provided by the user, a default header, found in src/core/myconfig-default.hpp, will
be used that turns on the default features.

When you distinguish between the build and the source directory, the configuration
header can be put in either of these. Note, however, that when a configuration header
is found in both directories, the one in the build directory will be used.
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By default, the configuration header is called myconfig.hpp. The name of the con-
figuration header can be changed either when the configure-script is called via the
variable MYCONFIG (see section [3.1 on page 20|), or when make is called with the setting
myconf ig=myconfig_header (see section (3.2 on page 22]).

The configuration header can be used to compile different binary versions of ESPResSo
with a different set of features from the same source directory. Suppose that you have
a source directory $srcdir and two build directories $builddirl and $builddir2 that
contain different configuration headers:

e $builddirl/myconfig.hpp:
#define ELECTROSTATICS
#define LENNARD-JONES

e $builddir2/myconfig.hpp:
#define LJCOS

Then you can simply compile two different versions of ESPResSo via

cd $builddiri
$srcdir/configure
make

cd $builddir?2
$srcdir/configure
make
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4. Setting up particles

4.1. part: Creating single particles

4.1.1. Defining particle properties

Syntax
part pid [pos z y z| [type typeid] [v vz vy vz] [f fr fy fz]
[bond bondid pid2 ...] [q charge]l [quat ¢! ¢2 ¢3 Q4]2
[omega_body/lab z y 2|2 [torque_body/lab z y z]2
[rinertia z y z]? [[un]fix z y z]° [ext_force z y 2]
[ext_torque z y z]%3 [exclude pid2...]* [exclude delete pid2...]"
mass mass]® [dipm moment]® [dip dz dy dz]® [virtual o] 7®
[vs_relative pid distanceé [vs_auto_relate_to pid]® [temp T]”
[gamma ¢]? | [solvation IA kA IB kB]'!

Required features: ELECTROSTATICS 2ROTATION °EXTERNAL_FORCES % EXCLUSION
Smass OpIPOLES 7VIRTUAL_SITES_COM SVIRTUAL_SITES_RELATIVE
9 LANGEVIN_PER_PARTICLE 1YROTATION_PER_PARTICLE 1! SHANCHEN

rotation rot]’

Description

This command modifies particle data, namely position, type (monomer, ion, ... ), charge,
velocity, force and bonds. Multiple properties can be changed at once. If you add a new
particle the position has to be set first because of the spatial decomposition.

Arguments
® pid

e [pos z y z| Sets the position of this particle to (x,y, z).

e [type typeid] Restrictions: typeid > 0.

The typeid is used in the inter command (see section [5 on page 45)) to define the
parameters of the non bonded interactions between different kinds of particles.

o[v vxr vy wvz] Sets the velocity of this particle to (vz, vy, vz). The velocity remains
variable and will be changed during integration.

o[f fr fy fz] Set the force acting on this particle to (fz, fy, fz). The force remains
variable and will be changed during integration. However, whereas the velocity
is modified with respect to the velocity you set upon integration, the force it
recomputed during the integration step and any force set in this way is lost
during the integration step.
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e [bond bondid pid2...] Restrictions: bondid > 0; pid2 must be an existing parti-
cle. The bondid is used for the inter command to define bonded interactions.

ebond delete Will delete all bonds attached to this particle.
e [q charge] Sets the charge of this particle to g.

e[quat ¢! ¢2 q3 q4] Sets the quaternion representation of the rotational position
of this particle.

e [omega_body|] = y z ( [])omega_body x y z The command [omega body] sets
the angular momentum of this particle in the particle’s co-rotating frame (or
body frame) and the command [omega_lab] sets it for the particle in the fixed
frame (or laboratory frame). If you set the angular momentum of the particle in
the lab frame, the orientation of the particle ([quat]) must be set before invoking
[omega_lab], otherwise the conversion from lab to body frame will not be handled

properly.

e [torque_body/lab x y z| The command [torque_body] sets the torque of this
particle in the particle’s co-rotating frame (or body frame) and the command
[torque_lab] sets it for the particle in the fixed frame (or laboratory frame). If
you set the torque of the particle in the lab frame, the orientation of the particle
([quat]) must be set before invoking [torque_lab], otherwise the conversion from
lab to body frame will not be handled properly.

e[rinertia z y z| Sets the diagonal elements of this particles rotational inertia
tensor. These correspond with the inertial moments along the coordinate axes in
the particle’s co-rotating coordinate system. When the particle’s quaternions are
set to 1 0 0 0, the co-rotating and the fixed (lab) frame are co-aligned.

e[fix z y z| Fixes the particle in space. By supplying a set of 3 integers as ar-
guments it is possible to fix motion in z, ¥, or z coordinates independently. For
example fir 0 0 1 will fix motion only in z. Note that fix without arguments is
equivalent to fix 1 1 1.

e [unfix] Release any external influence from the particle.
e [ext_force z y z] An additional external force is applied to the particle.

e [ext_torque x y 2| An additional external torque is applied to the particle. This
torque is specified in the laboratory frame!

e [exclude pid2...+] Restrictions: pid2 must be an existing particle. Between
the current particle an the exclusion partner(s), no nonbonded interactions are
calculated. Note that unlike bonds, exclusions are stored with both partners.
Therefore this command adds the defined exclusions to both partners.

e [exclude delete pid2...] Searches for the given exclusion and deletes it. Again
deletes the exclusion with both partners.
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e [mass mass| Sets the mass of this particle to mass. If not set, all particles have
a mass of 1 in reduced units.

e [dipm moment| Sets the dipol moment of this particle to moment.
e [dip dr dy dz] Sets the orientation of the dipole axis to (dz,dy, dz).

e [virtual v] Declares the particles as virtual (1) or non-virtual (0, default). Please
read chapter [4.4] before using virtual sites.

e [vs_auto_relate_to pid] Automatically relates a virtual site to a non-virtual
particle for the “relative” implementation of virtual sites. pid is the id of the
particle to which the virtual site should be related.

e [vs_relative pid distance] Allows for manual access to the attributes of virtual
sites in the “relative” implementation. pid denotes the id of the particle to which
this virtual site is related and distance the distance between non-virtual and
virtual particle.

o [temp T If used in combination with the Langevin thermostat (as documented in
section, sets the temperature T individually for the particle with id pid. This
allows to simulate systems containing particles of different temperatures. Caution:
this has no influence on any other thermostat then the Langevin thermostat.

e [gamma ¢] If used in combination with the Langevin thermostat (as documented
in section, sets the frictional coefficient T individually for the particle with id
pid. This allows to simulate systems containing particles with different diffusion
constants. Caution: this has no influence on any other thermostat then the
Langevin thermostat.

e [rotation rot] Specifies whether a particle’s rotational degrees of freedom are
integrated (value of 1) or not (0). If set to zero, the content of the torque and
omega variables are meaningless. The default is 1.

e [solvation IA kA IB kB] Sets the four solvation coupling constants for the two
components of a Shan-Chen fluid, as documented in Section [12.4]

Warning: The options [omega], [torque], and [tbf] are deprecated and will
be removed in some future version.

4.1.2. Getting particle properties

Syntax
(1) part pid print [( id | pos | type | folded_position | type | q | v |
f | torque_body | torque_lab | body_frame_velocity | fix | ext_-
force | ext_torque | bond | exclusions connections [range] )]...
(2) part

28



Description

Variant (1) will return a list of the specified properties of particle pid, or all properties,
if no keyword is specified. Variant (2) will return a list of all properties of all particles.

Note that there is a difference between the *_body and *_lab. The first prints the
variable in the co-rotating frame, whereas the second gives the variable in the stationary
frame, the body and laboratory frames, respectively. One would typically want to output
the variable in the laboratory frame, since it is the frame of interest. However for some
tests involving reading and writing the variable it may be desireable to know it in the
body frame as well. Be careful with reading and writing, if you write in the lab frame,
then read in the lab frame. If you are setting the variable in the lab frame, the orientation
of the particle’s quat must be set before, otherwise the conversion from lab to body frame
will not be handled properly. Also be careful about the order in which you write and
read in data from a blockfile, for instance if you output the variable in both frames!

The body_frame_velocity command is a print-only command that gives the velocity
in the body frame, which can be useful for determining the translational diffusion tensor
of an anisotropic particle via the velocity auto-correlation (Green-Kubo) method.

Example

part 40 print id pos q bonds

will return a list like
40 8.849 1.8172 1.4677 1.0 {}

This routine is primarily intended for effective use in Tcl scripts.

When the keyword connection is specified, it returns the connectivity of the
particle up to range (defaults to 1). For particle 5 in a linear chain the result up to
range = 3 would look like:

{{43r{6rr{{43r{67rr{{432r{67813}1%

The function is useful when you want to create bonded interactions to all other particles
a certain particle is connected to. Note that this output can not be used as input to the
part command. Check results if you use them in ring structures.

If none of the options is specified, it returns all properties of the particle, if it
exists, in the form

0 pos 2.1 6.4 3.1 type 0 q -1.0 v 0.0 0.0 0.0 £ 0.0 0.0 0.0
bonds { {0 480} {0 368} ... }

which may be used as an input to this function later on. The first integer is the particle
number.

Variant (2) returns the properties of all stored particles in a tcl-list with the same
format as specified above:
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{0 pos 2.1 6.4 3.1 type 0 g -1.0 v 0.0 0.0 0.0 £ 0.0 0.0 0.0
bonds{{0 480}{0 368}...}}

{1 pos 1.0 2.0 3.0 type 0 g 1.0 v 0.0 0.0 0.0 £ 0.0 0.0 0.0
bonds{{0 340}{0 83}...}}

{2...{{...7...}}

3...{{...}...}}

4.1.3. Deleting particles

Syntax

(1) part pid delete
(2) part deleteall

Description

In variant (1), the particle pid is deleted and all bonds referencing it. Variant (2)
will delete all particles currently present in the simulation. Variant (3) will delete all
currently defined exclusions.

4.1.4. Exclusions

Syntax

(1) part auto_exclusions [range]
(2) part delete_exclusions

Required features: EXCLUSIONS

Description

Variant (1) will create exclusions for all particles pairs connected by not more than
range bonds (range defaults to 2). This is typically used in atomistic simulations, where
nearest and next nearest neighbour interactions along the chain have to be omitted since
they are included in the bonding potentials. For example, if the system contains particles
0 ...100, where particle n is bonded to particle n — 1 for 1 < n < 100, then it will result
in the exclusions:

e particle 1 does not interact with particles 2 and 3
e particle 2 does not interact with particles 1, 3 and 4

e particle 3 does not interact with particles 1, 2, 4 and 5

Variant (2) deletes all exclusions currently present in the system.
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4.2. Creating groups of particle

4.2.1. polymer: Setting up polymer chains

Syntax
polymer num_polymers monomers_per_chain bond_length
[start pid] [pos = y 2| [mode ( RW | SAW | PSAW ) [shield [trymax]]]
[Charge Q]l [distance dcharged]1 [typeS typeidneutral [typeidcharged“
[bond bondid] [angle ¢ [0 [z y z]]] [constraints]?
Required features: ' ELECTROSTATICS 2 CONSTRAINTS

Description

This command will create num_polymers polymer or polyelectrolyte chains with monomers_per_chain
monomers per chain. The length of the bond between two adjacent monomers will be

set up to be bond_length.

Arguments
e num_polymers Sets the number of polymer chains.

e monomers_per_chain Sets the number of monomers per chain.

e bond_length Sets the initial distance between two adjacent monomers. The dis-
tance during the course of the simulation depends on the applied potentials. For
fixed bond length please refer to the Rattle Shake algorithm[2]. The algorithm is
based on Verlet algorithm and satisfy internal constraints for molecular models
with internal constrains, using Lagrange multipliers.

e [start pid] Sets the particle number of the start monomer to be used with the
part command. This defaults to 0.

e [pos = y z| Sets the position of the first monomer in the chain to z, y, z (defaults
to a randomly chosen value)

e mode ( RW | PSAW | SAW ) [shield [trymax]]] Selects the setup mode:

RW (Random walk) The monomers are randomly placed by a random walk with
a steps size of bond;ength.

PSAW (Pruned self-avoiding walk) The position of a monomer is randomly cho-
sen in a distance of bond_length to the previous monomer. If the position is
closer to another particle than shield, the attempt is repeated up to trymax
times. Note, that this is not a real self-avoiding random walk, as the particle
distribution is not the same. If you want a real self-avoiding walk, use the
SAW mode. However, PSAW is several orders of magnitude faster than SAW,
especially for long chains.

SAW (Self-avoiding random walk) The positions of the monomers are chosen as
in the plain random walk. However, if this results in a chain that has a
monomer that is closer to another particle than shield, a new attempt of
setting up the whole chain is done, up to trymax times.
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The default for the mode is RW, the default for the shield is 1.0, and the default
for trymax is 30000, which is usually enough for PSAW. Depending on the length
of the chain, for the SAW mode, trymax has to be increased by several orders of
magnitude.

e [charge walency] Sets the valency of the charged monomers. If the valency of
the charged polymers valency is smaller than 10719, the charge is assumed to be
zero, and the types are set to typeidcharged = typeidneutral- 1f charge is not set, it
defaults to 0.0.

e [distance dcharged] Sets the stride between the indices of two charged monomers.
This defaults defaults to 1, meaning that all monomers in the chain are charged.

o [types typeidneutral tYPeideharged) Sets the type ids of the neutral and charged
monomer types to be used with the part command. If only typeidyeutral is defined,
typeidehargea defaults to 1. If the option is omitted, both monomer types default
to 0.

e [bond bondid] Sets the type number of the bonded interaction to be set up between
the monomers. This defaults to 0. Any bonded interaction, no matter how many
bonding-partners needed, is stored with the second particle in this bond. See

chapter

e[angle ¢ [0 [z y 2]1]] Allows for setting up helices or planar polymers: ¢ and
theta are the angles between adjacent bonds. z, y and z set the position of the
second monomer of the first chain.

e [constraints] If this option is specified, the particle setup-up tries to obey pre-

viously defined constraints (see section 4.3 on page 37)).
4.2.2. counterions: Setting up counterions

Syntax
counterions N [start pid| [mode ( SAW | RW ) [shield [trymax |]]
[charge val]® [type typeid]
Required features: 1 gL ECTROSTATICS

Description
This command will create N counterions in the simulation box.

Arguments
e [start pid] Sets the particle id of the first counterion. It defaults to the cur-
rent number of particles, i.e. counterions are placed after all previously defined
particles.

e mode ( SAW | RW ) [shield [trymax |]] Specifies the setup method to place the
counterions. It defaults to SAW. See the polymer command for a detailed descrip-
tion.
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e [charge wal] Specifies the charge of the counterions. If not set, it defaults to —1.0.

e [type typeid] Specifies the particle type of the counterions. It defaults to 2.

4.2.3. salt: Setting up salt ions

Syntax
salt Ny N_ [start pid| [mode ( SAW | RW ) [shield [trymax]]]
[charges wvaly [val_]]' [types typeid, [typeid_]] [rad r]
Required features: - ELECTROSTATICS

Description
Create N4 positively and N_ negatively charged salt ions of charge val; and val_ within
the simulation box.

Arguments
e [start pid] Sets the particle id of the first (positively charged) salt ion. It defaults
to the current number of particles.

e mode ( SAW | RW ) [shield [trymax |]] Specifies the setup method to place the
counterions. It defaults to SAW. See the polymer command for a detailed descrip-
tion.

e [charge waly [val_]] Sets the charge of the positive salt ions to valy and the one
of the negatively charged salt ions to val_. If not set, the values default to 1.0
and —1.0, respectively.

e [type typeid; [typeid_]] Specifies the particle type of the salt ions. It defaults to
3 respectively 4.

e [rad r] The salt ions are only placed in a sphere with radius r around the origin.

4.2.4. diamond: Setting up diamond polymer networks

Syntax
diamond a bond_length monomers_per_chain [counterions Nci]
[Charges valode Valmonomer valCI]l [diStance dchanrged]1 [nonet]

Required features: L gLECTROSTATICS

Description

Creates a diamond-shaped polymer network with 8 tetra-functional nodes connected by
2 x 8 polymer chains of length monomers_per_chain in a unit cell of length a. Chain
monomers are placed at a mutual distance bond_length along the vector connecting
network nodes. The polymer is created starting from particle ID 0. Nodes are assigned
type 0, monomers (both charged and uncharged) are type 1 and counterions type 2. For
inter-particle bonds interaction 0 is taken which must be a two-particle bond.

33



Figure 4.1.: Diamond-like polymer network with monomers_per_chain=15.

Arguments
e ¢ Determines the size of the of the unit cell.

e bond_length Specifies the bond length of the polymer chains connecting the 8
tetra-functional nodes.

e monomers_per_chain Sets the number of chain monomers between the functional
nodes.

e [counterions N¢i] Adds Nep counterions to the system.

e [charges valyode Valmonomer valci] Sets the charge of the nodes to valoge, the
charge of the connecting monomers to valnonomer, and the charge of the counte-
rions to valqy.

o [distance dcharged) Specifies the distance between charged monomers along the
interconnecting chains. If deyargea > 1 the remaining chain monomers are un-
charged.

e [nonet] Do not create bonds between the chains.

4.2.5. icosaeder: Setting up an icosaeder

Syntax

icosaeder a monomers_per_chain [counterions NCI]
1 .
[charges valnonomers valct]~ [distance deharged]

Required features: L gL ECTROSTATICS
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Description
Creates a modified icosaeder to model a fullerene (or soccer ball). The edges are modeled

by polymer chains connected at the corners of the icosaeder. For inter-particle bonds
interaction 0 is taken which must be a two-particle bond. Two particle types are used
for the pentagons and the interconnecting links. For an example, see figure [4.2]

Figure 4.2.: Icosaeder with monomers_per_chain=15.

Arguments
e a Length of the links. Defines the size of the icosaeder.

e monomers_per_chain Specifies the number of chain monomers along one edge.

e [counterions Nci] Specifies the number of counterions to be placed into the sys-
tem.

e [charges valnmonomers valcr] Set the charges of the monomers to valyonomers and

the charges of the counterions to valcy.

e [distance dcharged) Specifies the distance between two charged monomer along
the edge. If depargea > 1 the remaining monomers are uncharged.

4.2.6. crosslink: Cross-linking polymers

Syntax
crosslink num_polymer monomers_per_chain [start pid] [catch 7Tcateh)
[distLink link_dist] [distChain chain_dist] [FENE bondid]

[trials trYmax)

Description
Attempts to end-crosslink the current configuration of num_polymer equally long poly-
mers with monomers_per_chain monomers each, returning how many ends are success-
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fully connected.

Arguments
e [start pid] pid specifies the first monomer of the chains to be linked. It has to
be specified if the polymers do not start at id 0.

e [catch r.atch] Set the radius around each monomer which is searched for possible
new monomers to connect to. reaiqn defaults to 1.9.

e [distLink link_dist] The minimal distance of two interconnecting links. It de-
faults to 2.

e [distChain chain_dist] The minimal distance for an interconnection along the
same chain. It defaults to 0. If set to monomers_per_chain, no interchain con-
nections are created.

¢ [FENE bondid] Sets the bond type for the connections to bondid.

o [trials {rymax] If not specified, trymax defaults to 30000.

4.2.7. copy_particles: copying a set of particles

Syntax

| copy_particles [set idl id2 ...| range from to ...] [shift s.z s.y s_Z]

Description

Copy a group of particles including their bonds. Positions can be [shift]ed by an
offset (s_z,s_y,s_z), otherwise the copied set is at exactly the same position as
the original set. The particles can be given as a combination of [list]s or [range]s.
The new particles obtain in any case consecutive identities after the largest current
identity. The mapping of the particles is returned as a list of old-new pairs, which
can be conveniently read into an array:

array set newidentities [copy_particles ...]
puts "particle 42 is now at position $newidentities(42)"

Bonds within the defined particle set are copied with translated identities, but not
bonds with particles outside the list. That is, if the particle set corresponds to a molecule,
intramolecular bonds are preserved, but not intermolecular ones.

Examples of use:

copy_particles set {1 2 3 4} shift 0.0 0.0 0.0
copy_particles set {1 2} set {3 4}
copy_particles range 1 4

All these examples do the same - making exact copies of particles 1 through 4.
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4.3. constraint: Setting up constraints

Syntax

(1) constraint wall normal n, n, n, dist d type id [penetrable flag]
[reflecting flag] [only_positive flag]

(2) constraint sphere center ¢, ¢, ¢, radius rad direction direction
type id [penetrable flag] [reflecting flag]

(3) constraint cylinder center c¢; ¢, ¢, axis n, ny n, radius rad
length length direction direction type id [penetrable flag]
[reflecting flag]

(4) constraint rhomboid corner p, py p, a az ay a, b by by b,

c ¢ ¢y ¢, direction direction type id [penetrable flag]
[reflecting flag]

(5) constraint maze nsphere n dim d sphrad r, cylrad r. type id
[penetrable flag]

(6) constraint pore center c¢; ¢4 ¢, axis ng ny n, radius rad length
length type id

(7) constraint stomatocyte center z y z orientation oz oy oz outer_-
radius Ro inner_radius Ri layer_width w direction direction
type id [penetrable flag] [reflecting flag]

(8) constraint slitpore pore_mouth z channel_width ¢ pore_width w
pore_lengthl upper_smoothing_radius us lower_smoothing_ -

radius Is
(9) constraint rod center ¢, ¢, lambda lambda !
(10) constraint plate height h sigma sigma
(11) constraint ext_magn_field f, f, f 2.3
(12) constraint plane cell z y z type id
(

13) constraint mindist_position z y 2

Required features: CONSTRAINTS ' ELECTROSTATICS 2ROTATION ©DIPOLES

Description

The constraint command offers a variety of surfaces that can be defined to interact with
desired particles. Variants (1) to (7) create interactions via a non-bonded interaction
potential, where the distance between the two particles is replaced by the distance of
the center of the particle to the surface. The constraints are identified like a particle via
its type for the non-bonded interaction. After a type is defined for each constraint one
has to define the interaction of all different particle types with the constraint using the
inter command. In variants (1) to (7), constraints are able to be penetrated if flag is set
to 1. Otherwise, when the penetrable option is ignored or flag is set to 0, the constraint
cannot be violated, i.e. no particle can go through the constraint surface. In variants
(1) to (4) and (7) it is also possible to specify a flag indicating if the constraints should
be reflecting. The flags can equal 1 or 2. The flag 1 corresponds to a reflection process
where the normal component of the velocity is reflected and the tangential component
remains unchanged. If the flag is 2, also the tangential component is turned around, so

37



that a bounce back motion is performed. The second variant is useful for boundaries
of DPD. The reflection property is only activated if an interaction is defined between a
particular particle and the constraint! This will usually be a lennard-jones interaction
with € = 0, but finite interaction range. In variant (1) if the only_positive flag is set
to 1, interactions are only calculated if the particle is on the side of the wall in which
the normal vector is pointing. This has only an effect for penetrable walls.

Variants (9) and (10) create interactions based on electrostatic interactions. The
corresponding force acts in direction of the normal vector of the surface and applies to
all charged particles.

Variant (11) does not define a surface but is based on magnetic dipolar interaction
with an external magnetic field. It applies to all particles with a dipole moment.

Variant (12) is essential for the use of tunable-slip boundary interactions for mi-
crochannel flows like the Plane Poiseuille or Plane Couette Flow.

Variant (13) calculates the smallest distance to all non-penetrable constraints, that can
be repulsive (wall, cylinder, sphere, rhomboid, maze, pore, slitpore). Negative distances
mean that the position is “within” the area that particles should not access. Helpful to
find initial configurations.)

The resulting surface in variant (1) is a plane defined by the normal vector n, n, n,
and the distance d from the origin. The force acts in direction of the normal. Note
that the d describes the distance from the origin in units of the normal vector so that
the product of d and n is a point on the surface. Therefore negative distances are quite
common!

The resulting surface in variant (2) is a sphere with center ¢, ¢, ¢, and radius rad.
The direction determines the force direction, -1 or [inside] for inward and 41 or [outside]
for outward.

The resulting surface in variant (3) is a cylinder with center ¢, ¢, ¢, and radius rad.
The length parameter is half of the cylinder length. The azis is a vector along the
cylinder axis, which is normalized in the program. The direction is defined the same
way as for the spherical constraint.

The resulting surface in variant (4) is a rhomboid, defined by one corner located at
Pz Py P. and three adjacent edges, defined by the three vectors connecting the corner p
with it’s three neighboring corners, a (a; ay a;), b (by by b,) and ¢ (¢, ¢y c;).

The resulting surface in variant (5) is n spheres of radius r; along each dimension,
connected by cylinders of radius r.. The spheres have simple cubic symmetry. The
spheres are distributed evenly by dividing the box; by n. Dimension of the maze can be
controlled by d: 0 for one dimensional, 1 for two dimensional and 2 for three dimensional
maze.

Variant (6) sets up a cylindrical pore similar to variant (3) with a center ¢, ¢, ¢, and
radius rad. The length parameter is half of the cylinder length. The axis is a vector
along the cylinder axis, which is normalized in the program. The argument radius rad
can be replaced by the argument radii radl rad2 to obtain a pore with a conical
shape and corresponding opening radii. The first radius is in the direction opposite to
the axis vector.

Variant (7) creates a stomatocyte shaped boundary. This command should be used
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with care. The position can be any point in the simulation box, and the orientation of the
(cylindrically symmetric) stomatocyte is given by a vector, which points in the direction
of the symmetry axis, it does not need to be normalized. The parameters: outer_radius
Ro, inner_radius Ri, and layer_width w, specify the shape of the stomatocyte. Here
inappropriate choices of these parameters can yield undersired results. The width is
used as a scaling parameter. That is, a stomatocyte given by Ro:Ri:w = 7:3:1 is half the
size of the stomatocyte given by 7:3:2. Not all choices of the parameters give reasonable
values for the shape of the stomatocyte, but the combination 7:3:1 is a good point to
start from when trying to modify the shape.

In variant (8), a slit-shaped pore in a T-orientation to a flat channel is created. The
geometry is depicted in Fig. It translationally invariant in y direction. The pore
(lower vertical part) extends in z-direction, and the channel (upper horizontal part).
The pore mouth is defined as the z-coordinate, where the lower plane of the channel
and the slit pore intersect. It is always centered in the x-direction. A corresponding
dielectric command decorates the surface with surface charges that can be calculated
with the ICCx algorithm.

channel_width

pore_mouth|

upper : pore_width
_smoothing [«———>

_radius

- —>
lower_smoothing
_radius

Figure 4.3.: The slitpore created by the constraint slitpore.

Variant (8) specifies an electrostatic interaction between the charged particles in the
system to an infinitely long rod with a line charge of lambda which is alinge along the
z-axis and centered at c¢; and cy.

Variant (9) specifies the electrostatic interactinos between the charged particles in the
system and an inifinitely large plate in the x-y-plane at height h. The plate carries a
charge density of sigma.

Variant (10) specifies the dipolar coupling of particles with a dipolar moment to an
external field f; f, f..

Variant (11) creates an infinite plane at a fixed position. For non-initializing a direc-
tion of the constraint values of the positions have to be negative. For the tunable-slip
boundary interactions you have to set two constraints.
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Example
To create an infinite plane in z-direction at z = 20.0 of type id 1, use:

constraint plane cell -10 -10 20 type 1

4.3.1. Deleting a constraint

Syntax
| constraint delete [num)|
Description

This command will delete constraints. If num is specified only this constraint will
deleted, otherwise all constraints will be removed from the system.

4.3.2. Getting the force on a constraint

Syntax

| constraint force n

Description

Returns the force acting on the nth constraint. Note, however, that this are only forces
due to interactions with particles, not with other constraints. Also, these forces still
do not mean that the constraints move, they are just the negative of the sum of forces
acting on all particles due to this constraint. Similarly, the total energy does not containt
constraint-constraint contributions.

4.3.3. Getting the currently defined constraints

Syntax

| constraint [num]

Description
Prints out all constraint information. If num is specified only this constraint is displayed,
otherwise all constraints will be printed.

4.3.4. harmonic_force: Creating a harmonic trap

Syntax
harmonic_force { =z y z } k

Required features: CUDA

Description

Calculates a spring force for all particles, where the equilibrium position of the spring
is at xyz and it’s force constant is k. A more flexible trap can be constructed with
constraints, but this one runs on the GPU.
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4.4. Virtual sites

Virtual sites are particles, the positions and velocities of which are not obtained by
integrating an equation of motion. Rather, their coordinates are obtained from the
position (and orientation) of one or more other particles. In this way, rigid arrangements
of particles can be constructed and a particle can be placed in the center of mass of a set
of other particles. Virtual sites can interact with other particles in the system by means
of interactions. Forces are added to them according to their respective particle type.
Before the next integration step, the forces accumulated on a virtual site are distributed
back to those particles, from which the virtual site was derived.
There are two distinct types of virtual sites, described in the following.

4.4.1. Virtual sites in the center of mass of a molecule

To activate this implementation, enable the feature VIRTUAL_SITES_COM (sec. [3.4).
Virtual sites are then placed in the center of mass of a set of particles (as defined below).
Their velocity will also be that of the center of mass. Forces accumulating on the virtual
sites are distributed back to the particles which form the molecule. To place a virtual
site at the center of a molecule, perform the following steps in that order

1. Create a particle of the desired type for each molecule. It should be placed at least
roughly in the center of the molecule to make sure, it’s on the same node as the
other particles forming the molecule, in a simulation with more than one cpu.

2. Make it a virtual site using

| part pid virtual 1

3. Declare the list of molecules and the particles they consist of:

| eval analyze set {molid {listofparticleids..} ...}
The lists of particles in a molecule comprise the non-virtual particles and the vir-
tual site.

4. Assign to all particles that belong to the same molecule a common molecule id

| part pid mol molid

5. Update the position of all virtual particles (optional)
| integrate 0
Please note that the use of virtual sites requires that the particles are numbered consec-

utively. I.e., the particle ids should go from zero to N — 1, where N is the number of
particles.
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4.4.2. Rigid arrangements of particles

The “relative” implementation of virtual sites allows for the simulation of rigid arrange-
ments of particles. It can be used, e.g., for extended dipoles and raspberry-particles, but
also for more complex configurations. Position and velocity of a virtual site are obtained
from the position and orientation of exactly one non-virtual particle, which has to be
placed in the center of mass of the rigid body. Several virtual sites can be related to one
and the same non-virtual particle. The position of the virtual site is given by

iy = 4 + Oy (O, E.)d, (4.1)

where z;, is the position of the non-virtual particle, O,, is the orientation of the non-
virtual particle, O, denotes the orientation of the vector x;, — 2, with respect to the non-
virtual particle’s body fixed frame and d the distance between virtual and non-virtual
particle. In words: The virtual site is placed at a fixed distance from the non-virtual
particle. 'When the non-virtual particle rotates, the virtual sites rotates on an orbit
around the non-virtual particle’s center.

To use this implementation of virtual sites, activate the feature VIRTUAL_SITES_-
RELATIVE (see sec. [3.4). To set up a virtual site,

1. Place the particle to which the virtual site should be related. It needs to be in the
center of mass of the rigid arrangement of particles you create. Let its particle id
be n.

2. Place a particle at the desired relative position, make it virtual and relate it to the
first particle

| part v pos pos virtual 1 vs_auto_relate n
3. Repeat the previous step with more virtual sites, if desired.

4. To update the positions of all virtual sites, call

| integrate 0
Please note:

e The relative position of the virtual site is defined by its distance from the non-
virtual particle, the id of the non-virtual particle and a quaternion which defines
the vector from non-virtual particle to virtual site in the non-virtual particle’s
body-fixed frame. The first two are saved in the virtual site’s vs_relative-attribute,
while the latter is saved in the quaternion attribute. Take care, not to overwrite
these after using vs_auto_relate.

e Virtual sites can not be placed relative to other virtual sites, as the order in which
the positions of virtual sites are updated is not guaranteed. Always relate a virtual
site to a non-virtual particle placed in the center of mass of the rigid arrangement
of particles.
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e Don’t forget to declare the particle virtual in addition to calling vs_auto_relate

e In case you know the correct quaternions, you can also setup a virtual site using

| part v virtual 1 quat ¢ vs_relative n d
where n is the id of the non-virtual particle and d is its distance from the virtual
site.

e In a simulation on more than one CPU, the effective cell size needs to be larger
than the largest distance between a non-virtual particle and its associated virtual
sites. To this aim, you need to set the global variable min_global_cut to this
largest distance. ESPResSo issues a warning when creating a virtual site with
vs_auto_relate_to and the cutoff is insufficient.

e If the virtual sites represent actual particles carrying a mass, the inertia tensor of
the non-virtual particle in the center of mass needs to be adapted.

e The presence of rigid bodies constructed by means of virtual sites adds a contri-
bution to the pressure and stress tensor.

e The use of virtual sites requires that the particles are numbered consecutively, i.e.,
the particle ids should go from zero to N — 1, where N is the number of particles.

4.4.3. Additional features

The behaviour of virtual sites can be fine-tuned with the following switches in myconfig.hpp
(sec.

e VIRTUAL_SITES_NO_VELOCITY specifies that the velocity of virtual sites is not com-
puted

e VIRTUAL_SITES_THERMOSTAT specifies that the Langevin thermostat should also
act on virtual sites

e THERMOSTAT_IGNORE_NON_VIRTUAL specifies that the thermostat does not act on
non-virtual particles

4.5. Grand canonical feature

For using ESPResSo conveniently for simulations in the grand canonical ensemble, or
other purposes, when particles of certain types are created and deleted frequently.

Syntax
part gc ( type | ( ( find | delete | status | number ) type ) )

Required features: GRANDCANONICAL
Description

By giving only a particle type as an argument, ESPResSo will initialize arrays on the
c-level which will keep track of particles of the given type. When using the keyword
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find and a particle type, the command will return a randomly chosen particle id, for
a particle of the given type. Similarly using the delete variant will delete a randomly
chosen particle of the given type. Notice however, that changing the type of an existing
particle will not change the arrays. If the change is permanent, then re-initializing the
arrays of the involved types will remove this inconsistency. The keyword status will
return a list with all particles with the given type, similarly giving number as argument
will return the number of particles which sharing the given type.

44



5. Setting up interactions

In ESPResSo, interactions are set up and investigated by the inter command. There
are mainly two types of interactions: non-bonded and bonded interactions. Non-bonded
interactions only depend on the type of the two involved particles. This also applies to
the electrostatic interaction; however, due to its long-ranged nature, it requires special
care and ESPResSo handles it separately with a number of state-of-the-art algorithms.
The particle type and the charge are both defined using the part command.

A bonded interaction defines an interaction between a number of specific particles;
it only applies to the set of particles for which it has been explicitely set. A bonded
interaction between a set of particles has to be specified explicitely by the part bond
command, while the inter command is used to define the interaction parameters.

Syntax

| inter

Description

Without any arguments, inter returns a list of all defined interactions as a Tcl-
list. The format of each entry corresponds to the syntax for defining the interaction
as described below. Typically, this list looks like

{0 0 lennard-jones 1.0 2.0 1.1225 0.0 0.0} {0 FENE 7.0 2.0}

5.1. Isotropic non-bonded interactions

Syntax

| inter typel type2 [interaction] [parameters]

Description

This command defines an interaction of type interaction between all particles of type
typel and type2. The possible interaction types and their parameters are listed
below. If the interaction is omitted, the command returns the currently defined
interaction between the two types using the syntax to define the interaction, e.g.

0 O lennard-jones 1.0 2.0 1.1225 0.0 0.0

For many non-bonded interactions, it is possible to artificially cap the forces, which
often allows to equilibrate the system much faster. See the subsection for details.
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5.1.1. Tabulated interaction

Syntax
inter typel type2 tabulated filename

Required features: TABULATED

Description

This defines an interaction between particles of the types typel and type2 according
to an arbitrary tabulated pair potential. filename specifies a file which contains the
tabulated forces and energies as a function of the separation distance. The tabulated
potential allows capping the force using inter forcecap, see section [5.9.5

At present the required file format is simply an ordered list separated by whitespace.
The data reader first looks for a # character and begins reading from that point in the
file. Anything before the # will be ignored.

The first three parameters after the # specify the number of data points Npeints and
the minimal and maximal tabulated separation distances rmin and rmax. The number
of data points obviously should be an integer, the two other can be arbitrary positive
doubles. Take care when choosing the number of points, since a copy of each lookup table
is kept on each node and must be referenced very frequently. The maximal tabulated
separation distance also acts as the effective cutoff value for the potential.

The remaining data in the file should consist of n data triples r, F'(r) and V (r). r gives
the particle separation, V(r) specifies the interaction potential, and F(r) = =V'(r)/r
the force (note the factor 1/r!). The values of r are assumed to be equally distributed
between ryin and ryax with a fixed distance of (rmax — min)/(Npoints — 1); the distance
values r in the file are ignored and only included for human readability.

5.1.2. Lennard-Jones interaction

Syntax
inter typel type2 lennard-jones € 0 Teut [( Cshiftlauto ) [rof [Tcap [ Tminl]]]

Required features: LENNARD_JONES

Description
This command defines the traditional (12-6)-Lennard-Jones interaction between particles
of the types typel and type2. The potential is defined by

46((7» (:—« )12 - ( ’ )6 + Cshift) 71f Tmin + Toff < T < Teut + Toff
— —Toff T—Toff . 1
Via(r) { 0 , otherwise (5.1)

The traditional Lennard—Jones potential is the “work—horse” potential of particle—
particle interactions in coarse—grained simulations. It is a simple model of the van—der—
Waals interaction, and is attractive at large distance, but strongly repulsive at short
distances. rog + o corresponds to the sum of the radii of the interaction particles; at this
radius, VLj(r) = 4ecsnire. The minimum of the potential is at r = rg + 260, At this
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value of r, V1,5(r) = —e + 4decqnigg. The attractive part starts beyond this value of 7. 7yt
determines the radius where the potential is cut off.

If cqnift is not set or it is set to the string auto, the shift will be automatically computed
such that the potential is continuous at the cutoff radius. If 7.¢ is not set, it is set to 0.

The total force on a particle can be capped by using the command inter forcecap,
see section or on an individual level using the 7., variable. When r¢,, is set
and inter forcecap individual has been issued before, the maximal force that is
generated by this potential is the force at rap. By default, force capping is off, i.e. the
cap radius is set to 0.

An optional additional parameter can be used to restrict the interaction from a min-
tmal distance ryi,. This is an optional parameter, set to 0 by default.

A special case of the Lennard—Jones potential is the Weeks—-Chandler—Andersen (WCA)
potentia%, which one obtains by putting the cutoff into the minimum, i.e. choosing
Tewt = 260. The WCA potential is purely repulsive, and is often used to mimick hard
sphere repulsion.

When coupling particles to a Shan-Chen fluid, if the affinity interaction is set, the
Lennard-Jones potential is multiplied by the function

, (52)

A(r) = (1—2a1) [1 4 tanh(2¢)] + @[1 + tanh(—2¢)] ,if > ren + 2%
1 , otherwise

where «; is the affinity to the i-th fluid component (see , and the order parameter
¢ is calculated from the fluid component local density as ¢ = ﬁ. For example, if
the affinities are chosen so that the first component is a good solvent (a1 = 1) and the
second one is a bad solvent (g = 0), then, if the two particles are both in a region rich
in the first component, then ¢ ~ 1, and A(r) ~ 0 for r > rey + 2% 0. Therefore, the
interaction potential will be very close to the WCA one. Conversely, if both particles
are in a region rich in the second component, then ¢ ~ —1, and A(r) ~ 1, so that the
potential will be very close to the full LJ one. If the cutoff has been set large enough,
the particle will experience the attractive part of the potential, mimiking the effective
attraction induced by the bad solvent.

5.1.3. Generic Lennard-Jones interaction

Syntax

inter typel type2 lj-gen € 0 Teut Cshift Tof €1 €2 b1 bz [( 7Tcaplauto ) A §]
Required features: LENNARD_JONES_GENERIC
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Description
This command defines a generalized version of the Lennard-Jones interaction (see section
5.1.2)) between particles of the types typel and type2. The potential is defined by

VLJ(T) _ { E(bl (r_‘;oﬂ)ez _ bg(r_c;off)@ + Cshift) ,if Tmin —|— Toff < T < Teut + Toff .
0 , otherwise
(5.3)
Note that the prefactor 4 of the standard LJ potential is missing, so the normal LJ
potential is recovered for by = by = 4, 1 = 12 and e = 6.

The total force on a particle can be capped by using the command inter forcecap,
see section or on an individual level using the 7., variable. When r¢,, is set
and inter forcecap individual has been issued before, the maximal force that is
generated by this potential is the force at rap. By default, force capping is off, i.e. the
cap radius is set to 0.

The optional LIGEN_SOFTCORE feature activates a softcore version of the potential,
where the following transformations apply: € — Ae and r—rog — /(1 — 1o)2 — (1 — A)do2.
A allows to tune the strength of the interaction, while § varies how smoothly the potential
goes to zero as A — 0. Such a feature allows one to perform alchemical transformations,
where a group of atoms can be slowly turned on/off during a simulation.

5.1.4. Lennard-Jones cosine interaction

Syntax
(1) inter typel type2 lj-cos € O Teus Toff
(2) inter typel type2 lj-cos2 € 0 Tog W

Required features: W rcos @ ricos2

Description

specifies a Lennard-Jones interaction with cosine tail [49] between particles of the types
typel and type2. The first valriamt1 behaves as follows: Until the minimum of the Lennard-
Jones potential at myin = roff + 260, it behaves identical to the unshifted Lennard-Jones
potential (cghite = 0). Between 71y, and 7eyg, a cosine is used to smoothly connect the

potential to 0, i.e.
1

V(r) = 3¢ (cos [oz(r — rof-f)2 + B] — 1) , (5.4)
2 21-1 2
where a =7 [(rcut — 7off)* — (Tmin — Toff) } and S =7 — (rmin — Toff)” .
1
In the second variant, the cutoff radius is reyt = Tmin + w, where rnin = rog + 260 as
in the first variant. The potential between my,;, and 7.y is given by

V(r) = ecos? [%(r - rmm)} . (5.5)

For r < rmin, V/(r) is implemented as normal Lennard-Jones potential, see equation
with cgnire = 0.

Only the second variant allows capping the force using inter forcecap, see sec-
tion
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5.1.5. Smooth step interaction

Syntax
inter typel type2 smooth-step o; n € ky 02 Teus
Required features: SMOOTH_STEP

Description

This defines a smooth step interaction between particles of the types typel and type2,
for which the potential is

V(r)=(o;/d)" +¢/(1 + exp [2ko(r — 02)]) (5.6)

for r < rey, and V(r) = 0 elsewhere. With n around 10, the first term creates a short
range repulsion similar to the Lennard-Jones potential, while the second term provides
a much softer repulsion. This potential therefore introduces two length scales, the range
of the first term, o1, and the range of the second one, oo, where in general o1 < o9.

5.1.6. BMHTF potential

Syntax
inter typel type2 bmhtf-nacl A B C D o rey
Required features: BMHTF_NACL

Description

This defines an interaction with the short-ranged part of the Born-Meyer-Huggins-Tosi-
Fumi potential between particles of the types typel and type2, which is often used to
simulate NaCl crystals. The potential is defined by:

V(r)=Aexp[B(oc — )] — Cr=% — Dr® + equs, (5.7)

where egpiy is chosen such that V' (reu) = 0. For r > reyt, the V(r) = 0.
For NaCl, the parameters should be chosen as follows:
types ‘ A (kJ/mol) ‘ B (A_l) ‘ o (AGkJ/mol) ‘ D Ang/mol ‘ o (A)
Na-Na | 25.4435 3.1546 101.1719 48.1771 2.34
Na-Cl | 20.3548 3.1546 674.4793 837.0770 2.755
CI-Cl | 15.2661 3.1546 6985.6786 14031.5785 | 3.170
The cutoff can be chosen relatively freely because the potential decays fast; a value
around 10 seems reasonable.

In addition to this short ranged interaction, one needs to add a Coulombic, long—
ranged part. If one uses elementary charges, i.e. a charge of ¢ = 41 for the Na—particles,
and g = —1 for the Cl-particles, the corresponding prefactor of the Coulomb interaction
is ~ 1389.3549A kJ/mol.
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5.1.7. Morse interaction

Syntax
inter typel type2 morse € & Tmin Teut

Required features: MORSE
Description
This defines an interaction using the Morse potential between particles of the types
typel and type2. It serves similar purposes as the Lennard-Jones potential, but has a
deeper minimum, around which it is harmonic. This models the potential energy in a
diatomic molecule. This potential allows capping the force using inter forcecap, see
section [9.9.9
For r < reyy, this potential is given by
V(r) = e(exp[—2a (r — rmin)] — 2€xp [~ (r — rmin)]) — Esnitt, (5.8)

where egpify is again chosen such that V(reyt) = 0. For r > ey, the V(r) = 0.
5.1.8. Buckingham interaction

Syntax
inter typel type2 buckingham A B C D 7cyt Tdiscont Eshift

Required features: BUCKINGHAM
Description

This defines a Buckingham interaction between particles of the types typel and type2,
for which the potential is given by

V(r) = Aexp(—Br) — Cr=8% — Dr~* 4 equn (5.9)

for Tqiscont < 7 < Teut- Below Tgiscont, the potential is linearly continued towards r = 0,
similarly to force capping, see below. Above r = r¢,t, the potential is 0. This potential
allows capping the force using inter forcecap, see section [5.9.5

5.1.9. Soft-sphere interaction

Syntax
inter typel type2 soft-sphere a 1 Tcut Toffset

Required features: SOFT_SPHERE
Description

This defines a soft sphere interaction between particles of the types typel and type2,
which is defined by a single power law:

V(T‘) =a (T - Toﬁset)_n (510)

for r < reys, and V(r) = 0 above. There is no shift implemented currently, which means
that the potential is discontinuous at r = r¢yt. Therefore energy calculations should be
used with great caution.
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5.1.10. Hat interaction

Syntax
inter typel type2 hat Fpax 7

Required features: HAT
Description
This defines a simple force ramp between particles of the types typel and type2. The

maximal force Fi.x acts at zero distance and zero force is applied at distances r. and
bigger. For distances smaller than ., the force is given by

F(r) = Fyax - <1 - r) : (5.11)

Tc

for distances exceeding 7., the force is zero.
The potential energy is given by

V) = P (=) (275 1)) 5.12)

which is zero for distances bigger than 7. and continuous at distance r.

This is the standard conservative DPD potential and can be used in combination with
inter DPD The potential is also useful for live demonstrations, where a big time
step may be employed to obtain quick results on a weak machine, for which the physics
do not need to be entirely correct.

5.1.11. Hertzian interaction

Syntax
inter typel type2 hertzian o €

Required features: HERTZIAN

Description
This defines an interaction according to the Hertzian potential between particles of the
types typel and type2. The Hertzian potential is defined by

c(1-2)? r<o
V(r):{o(l 7) T;. (5.13)

The potential has no singularity and is defined everywhere; the potential has nondiffer-
entiable maximum at r = 0, where the force is undefined.

5.1.12. Gaussian

Syntax
inter typel type2 gaussian o € 7Tyt

Required features: GAUSSIAN
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Description

This defines an interaction according to the Gaussian potential between particles of the

typers typel and type2. The Gaussian potential is defined by
2

{6 6_%(;) r < Teut

Vr)= (5.14)

0 T2 Teut

The Gaussian potential is smooth except at the cutoff, and has a finite overlap energy
of e. It can be used to model e.g. overlapping polymer coils.

Currently, there is no shift implemented, which means that the potential is discontin-
uous at 7 = rey. Therefore use caution when performing energy calculations. However,
you can often choose the cutoff such that the energy difference at the cutoff is less than
a desired accuracy, since the potential decays very rapidly.

5.2. Anisotropic non-bonded interactions

5.2.1. Directional Lennard-Jones interaction

Syntax
inter typel type2 lj-angle € 0 7Teut blg b1y b2, b2y [reap 20 02 K €]
Required features: LJ_ANGLE

Description

Specifies a 12-10 Lennard-Jones interaction with angular dependence between particles
of the types typel and type2. These two particles need two bonded partners oriented
in a symmetric way. They define an orientation for the central particle. The purpose of
using bonded partners is to avoid dealing with torques, therefore the interaction does not
need the ROTATION feature. The angular part of the potential minimizes the system
when the two central beads are oriented along the vector formed by these two particles.
The shaded beads on the image are virtual particles that are formed from the orientation
of the bonded partners, connected to the central beads. They are used to define angles.
The potential is of the form

12 10
U(Tl'k, Hjin szn) =€ [5 (%) — 6 (%) :| COS2 Gjik COS2 eiknv (515)
where r;; is the distance between the two central beads, and each angle defines the

orientation between the direction of a central bead (determined from the two bonded
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partners) and the vector rix. Note that the potential is turned off if one of the angle
is more than 7/2. This way we don’t end up creating a minimum for an anti-parallel
configuration.

Unfortunately, the bonded partners are not seeked dynamically. One has to keep track
of the relative positions of the particle IDs. This can be done by setting the parameters
bl,, b1y, b2,, and b2;,. Say the first bead typel has particle ID n, then one should set
the simulation such as its two bonded partners have particle IDs n + b1, and n + b1,
respectively. On a linear chain, for example, one would typically have b1, = I and
b1, = —1 such that the central bead and its two bonded partners have position IDs n,
n+ 1, and n — 1, respectively. This is surely not optimized, but once the simulation is
set correctly the algorithm is very fast.

The force can be capped using inter forcecap. It might turn out to be useful in
some cases to keep this capping during the whole simulation. This is due to the very
sharp angular dependence for small distance, compared to ¢. Two beads might come
very close to each other while having unfavorable angles such that the interaction is
turned off. Then a change in the angle might suddenly turn on the interaction and the
system will blow up (the potential is so steep that one would need extremely small time
steps to deal with it, which is not very clever for such rare events).

For instance, when modeling hydrogen bonds (N-H...O=C), one can avoid simulating
hydrogens and oxygens by using this potential. This comes down to implementing a
HBond potential between N and C atoms.

The optional parameter 7., is the usual cap radius. The four other optional pa-
rameters (zg, 0z, k, €') describe a different interaction strength €’ for a subset of the
simulation box. The box is divided through the z plane in two different regions: region
1 which creates an interaction with strength €, region 2 with interaction strength ¢’. The
2nd region is defined by its z-midplane zp, its total thickness dz, and the interface width
k. Therefore, the interaction strength is € everywhere except for the region of the box
20 — 02/2 < z < zp + 0z/2. The interface width smoothly interpolates between the two
regions to avoid discontinuities. As an example, one can think of modeling hydrogen
bonds in two different environments: water, where the interaction is rather weak, and
in a lipid bilayer, where it is comparatively stronger.

5.2.2. Gay-Berne interaction

Syntax
inter typel type2 gay-berne €y 09 Teutoff k1 k2 p v
Required features: ROTATION GAY_BERNE

Description

This defines a Gay-Berne potential for prolate and oblate particles between particles of
the types typel and type2. The Gay-Berne potential is an anisotropic version of the
classic Lennard-Jones potential, with orientational dependence of the range oy and the
well-depth €.
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Assume two particles with orientations given by the unit vectors @i; and @; and inter-
molecular vector r = r&. If r < r.y, then the interaction between these two particles is
given by

V(I‘l’j, fli, ﬁ]) = 4€(f'l'j, ﬁi, ﬁ]) (7:2;12 — f;JG) 5 (516)

otherwise V(r) = 0. The reduced radius is

r—= O—(f‘a ﬁia ﬁ]) + 0o
)

. (5.17)
a0
2 2 -3
1 [t +1-4, f.f, —f -1 2
o8, 8, ) = 00 4 1 — Sy [t B Q)7 (B0 P 0y) (5.18)
2 1+ x0; -4, 1—xty;-a;

L e m s AN gm n e A NINTH
o K (EmrEa?  Ea-fy)
et X . (5.19

The parameters x = (k§ — 1) / (k¥ +1) and x' = (k;/“ — 1) / (k’;/“ + 1) are responsi-
ble for the degree of anisotropy of the molecular properties. k; is the molecular elonga-
tion, and kg is the ratio of the potential well depths for the side-by-side and end-to-end
configurations. The exponents 1 and v are adjustable parameters of the potential. Sev-
eral Gay-Berne parametrizations exist, the original one being k; = 3, ko =5, p = 2 and
v=1.

5.2.3. Affinity interaction

Syntax
inter typel type2 affinity a; ap
Required features: SHANCHEN

Description

Instead of defining a new interaction, this command acts as a modifier for existing
interactions, so that the conditions of good/bad solvent associated to the two components
of a Shan-Chen fluid. The two types must match those of the interaction that one wants
to modify, and the two affinity values a.; and g are values between 0 and 1. A value of 1
(of 0) indicates that the component acts as a good (bad) solvent. The specific functional
form depends on the interaction type and is listed in the interaction section. So far, only
the standard Lennard-Jones interaction is modified by the affinity interaction.
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5.3. Bonded interactions

Syntax

| inter bondid [interaction| [parameters]

Description

Bonded interactions are identified by their bonded interaction type identificator
bondid, which is a non-negative integer. The inter bondid command is used to
specify the type and parameters of a bonded interaction, which applies to all par-
ticles connected explicitely by this bond using the part command (see section
. Therefore, defining a bond between two particles always involves two
steps: defining the interaction and applying it. Assuming that two particles with
ids 42 and 43 already exist, one can create e.g. a FENE-bond between them using

inter 1 fene 10.0 2.0
part 42 bond 1 43

If a FENE-bond with the same interaction parameters is required between several
particles (e.g. in a simple chain molecule), one can use the sampe type id:

inter 1 fene 10.0 2.0
part 42 bond 1 43; part 43 bond 1 44

Bonds can have more than just two bond partners. For the inter command that does
not play a role as it only specifies the parameters, only when applying the bond using
the bond particle, the number of involved particles plays a role. The number of involved
particles and their order, if important, is nevertheless specified here for completeness.

5.3.1. FENE bond

Syntax
| inter bondid fene K Armax [10]

Description

This creates a bond type with identificator bondid with a FENE (finite extension nonlin-
ear expander) interaction. This is a rubber-band-like, symmetric interaction betweeen
two particles with prefactor K, maximal stretching Aryax and equilibrium bond length
rg. The bond potential diverges at a particle distance r = rg— Armax and 7 = rp+ Armax.
It is given by

V(r) = —%KArmaXQ In [1 - <"’ — 10 )2 (5.20)

Armax

5.3.2. Harmonic bond

Syntax
| inter bondid harmonic K R [reut)
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Description

This creates a bond type with identificator bondid with a classical harmonic potential.
It is a symmetric interaction between two particles. The potential is minimal at particle
distance r = R, and the prefactor is K. It is given by

V(r) = 3K (r R) (5.21)

The third, optional parameter 7., defines a cutoff radius. Whenever a harmonic bond
gets longer than r.y, the bond will be reported as broken, and a background error will
be raised.

5.3.3. Subtracted Lennard-Jones bond

Syntax

| inter bondid subt_lj reserved R

Description
This creates a “bond” type with identificator bondid, which acts between two particles
and actually subtracts the Lennard-Jones interaction between the involved particles. The
first parameter, reserved is a dummy just kept for compatibility reasons. The second
parameter, R, is used as a check: if any bond length in the system exceeds this value, the
program terminates. When using this interaction, it is worthwhile to consider capping
the Lennard-Jones potential appropriately so that round-off errors can be avoided.
This interaction is useful when using other bond potentials which already include
the short-ranged repulsion. This often the case for force fields or in general tabulated
potentials.

5.3.4. Rigid bonds

Syntax
inter bondid rigid_bond constrained_bond_distance positional_tolerance
velocity_tolerance

Description
To simulate rigid bonds, ESPResSo uses the Rattle Shake algorithm which satisfies inter-
nal constraints for molecular models with internal constraints, using Lagrange multipliers.[2]

5.3.5. Tabulated bond interactions

Syntax
(1) inter bondid tabulated bond filename
(2) inter bondid tabulated angle filename
(3) inter bondid tabulated dihedral filename
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Description

This creates a bond type with identificator bondid with a two-body bond length (variant
(1)), three-body angle (variant (2)) or four-body dihedral (variant (3)) tabulated poten-
tial. The tabulated forces and energies have to be provided in a file filename, which is
formatted identically as the files for non-bonded tabulated potentials (see section [5.1.1)).

The potential is calculated as follows:

e Variant (1) is a two body interaction depending on the distance of two particles.
The force acts in the direction of the connecting vector between the particles.
The bond breaks above the tabulated range, but for distances smaller than the
tabulated range, a linear extrapolation based on the first two tabulated force values
is used.

e Variant (2) is a three-body angle interaction similar to the angle potential (see
section . It is assumed that the potential is tabulated for all angles between
0 and 7, where 0 corresponds to a stretched polymer, and just as for the tabu-
lated pair potential, the forces are scaled with the inverse length of the connecting
vectors. The force on particles p; and ps (in the notation of section acts per-
pendicular to the connecting vector between the particle and the center particle
po in the plane defined by the three particles. The force on the center particle po
balances the other two forces.

e Variant (3) tabulates a torsional dihedral angle potential (see section [5.6). It is
assumed that the potential is tabulated for all angles between 0 and 2w. This
potential is not tested yet! Use on own risk, and please report your findings and
eventually necessary fizes.

5.3.6. Virtual bonds

Syntax

| inter bondid virtual_bond
Description
This creates a virtual bond type with identificator bondid, i.e. a pair bond without

associated potential or force. It can used to specify topologies and for some analysis
that rely on bonds, or e.g. for bonds that should be displayed in VMD.

5.4. Object-in-fluid interactions

Please cite [11] (BIBTEX-key cimrak in file doc/ug/citations.bib) when using the
interactions in this section in order to simulate extended objects embedded in a LB
fluid.
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The following interactions are implemented in order to mimic the mechanics of elastic
or rigid objects immersed in the LB fluid flow. Their mathematical formulations have
been taken from [19]. Details on how the bonds with fluid-structure-interactions can be
used and automated are described in section [[41

5.4.1. Stretching force

Syntax

| inter bondid stretching_force LY, ks

Description
This type of interaction is available for closed 3D immersed objects as well as for 2D
sheet flowing in the 3D flow.

For each edge of the mesh, Lp is the current distance between point A and point B.
Lg p is the distance between these points in the relaxed state, that is if the current edge
has the length exactly Lg g+ then no forces are added. ALyp is the deviation from the
relaxed state, that is ALap = Lsp — Lg p- The stretching force between A and B is
computed using
ALyp

0
LAB

Fy(A, B) = kyrs(Aup) nAB. (5.22)

Here, nap is the unit vector pointing from A to B, ks is the stretching constant, Aap =
Lag/ Lg p» and & is a nonlinear function that resembles neo-Hookean behaviour

Mg + A5
"Q(AAB)_ AB AB

- . 5.23
AAB + )‘;13B ( )

The stretching force acts between two particles and is symmetric. Therefore if an inter-
action is defined by

inter 1 stretching force 2.0 4.0
then the following two commands

part 42 bond 1 43
part 43 bond 1 42

are equivalent.
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5.4.2. Linear stretching force

Syntax
|inter bondid stretchlin_force L%B kslin

Description
This type of interaction is available for closed 3D immersed objects as well as for 2D
sheet flowing in the 3D flow.

This type of interaction is the linear equivalent of stretching_force. The expressions
for the forces are the same except k(Aap) = 1.

5.4.3. Bending force

Syntax
| inter bondid bending_force 07 k

Description
The tendency of an elastic object to maintain the resting shape is governed by prescrib-
ing the prefered angles between the neighbouring triangles of the mesh. This type of
interaction is available for closed 3D immersed objects as well as for 2D sheet flowing in
the 3D flow.

Denote by 8° the angle between two triangles in the resting shape. For closed immersed
objects, you always have to set the inner angle. The deviation of this angle A = 0 — §°
is computed and defines two bending forces for two triangles A; BC and A BC

Af
FbZ(AzBC) = kanAch (524)
Here, na,pc is the unit normal vector to the triangle A;BC. The force Fy;(A;BC) is
assigned to the vertex not belonging to the common edge. The opposite force divided

by two is assigned to the two vertices lying on the common edge. This procedure is done
twice, for 4 = 1 and for ¢ = 2.

A2

B Al

Unlike the stretching force the bending force is strictly asymmetric. After creating an
interaction

inter 33 bending_force 0.7 4.0
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it is important how the bond is created. Particles need to be mentioned in the correct
order. Command

part O bond 33 1 2 3

creates a bond related to the angle between the triangles 012 and 123. The particle 0
corresponds to point Al, particle 1 to C, particle 2 to B and particle 3 to A2. There are
two rules that need to be fulfilled:

e there has to be an edge between particles 1 and 2

e orientation of the triangle 012, that is the normal vector defined as a vector product
01 x 02, must point to the inside of the immersed object.

Notice that also concave objects can be defined. If 0y is larger than 7, then the inner
angle is concave.

5.4.4. Local area conservation

Syntax

|inter bondid area_force_local S,ZBC kal

Description
This interaction conserves the area of the triangles in the triangulation. This type of
interaction is available for closed 3D immersed objects as well as for 2D sheet flowing in
the 3D flow.

The deviation of the triangle surface Sqpc is computed from the triangle surface in
the resting shape ASapc = Sapc — Sg pc- The area constraint assigns the following
shrinking /expanding force to every vertex

ASaBc

Fal(A) = —ky SiBo

wA (5.25)

where k,; is the area constraint coefficient, and w4 is the unit vector pointing from the
centroid of triangle ABC' to the vertex A. Similarly the analogical forces are assigned
to B and C. This interaction is symmetric, therefore after defining the interaction

inter 44 area_force_local 0.02 4.0
the following commands are equivalent
part O bond 44 1 2

part O bond 44 2 1
part 1 bond 44 0 2
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5.4.5. Global area conservation

Syntax

| inter bondid area_force_global S k,,

Description
This type of interaction is available solely for closed 3D immersed objects.

The conservation of local area is sometimes too restrictive. Denote by S the current
surface of the immersed object, by Sy the surface in the relaxed state and define AS =
S — Sp. The global area conservation force is defined as

AS
Fag(A) = —k‘ag?'LUA (526)

Here, the above mentioned force divided by 3 is added to all three particles.

Again, this interaction is symmetric, as is the area_force_local.

5.4.6. Volume conservation

Syntax

| inter bondid volume_force V' k,

Description
This type of interaction is available solely for closed 3D immersed objects.
The deviation of the objects volume V is computed from the volume in the resting
shape AV = V — VY. For each triangle the following force is computed
AV
FU(ABC) = —kasABC napc (527)
where Sypc is the area of triangle ABC, napc is the normal unit vector of plane ABC,
and k, is the volume constraint coefficient. The volume of one immersed object is
computed from
V=" Sapc nagc - hase (5.28)
ABC
where the sum is computed over all triangles of the mesh and h4p¢ is the normal vector
from the centroid of triangle ABC to any plane which does not cross the cell. The force
F,(ABC) is equally distributed to all three vertices A, B, C.
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This interaction is again symmetric. After the definition of the interaction by
inter 22 volume_force 65.3 3.0

the order of vertices is crucial. By the following command the bonds are defined
part O bond 22 1 2

Triangle 012 must have correct orientation, that is the normal vector defined by a vector
product 01 x 02. The orientation must point inside the immersed object.

5.5. Bond-angle interactions

Syntax

(1) inter bondid angle_harmonic K [¢g]

(2) inter bondid angle_cosine K [¢¢]

(3) inter bondid angle_cossquare K [¢¢]

Required features: BOND_ANGLE
Description
This creates a bond type with identificator bondid with an angle dependent potential.
This potential is defined between three particles. The particle for which the bond is
created, is the central particle, and the angle ¢ between the vectors from this particle to
the two others determines the interaction. K is the bending constant, and the optional
parameter ¢y is the equilibirum bond angle in radian ranging from 0 to 7. If this param-
eter is not given, it defaults to ¢y = 7, which corresponds to a stretched configuration.
For example, for a bond defined by

part $p_2 bond 4 $p_1 $p_3

the minimal energy configurations are the following:

inter 4 angle_type 1.0 [PI] inter 4 angle_type 1.0 [expr [PI]/2]

b3

b1 D2 b3 b1 b2
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For the potential acting between the three particles three variants are possible

e Harmonic bond angle potential (1):
A classical harmonic potential,

V(g) =5 (6 g0). (529)

Unlike the two following variants, this potential has a kink at ¢ = ¢9 + 7 and
accordingly a discontinuity in the force, and should therefore be used with caution.

e Cosine bond angle potential (2):

V(a) = K [1 — cos(¢p — ¢0)] (5.30)
Around ¢y, this potenial is close to a harmonic one (both are 1/2(¢ — ¢0)? in
leading order), but it is periodic and smooth for all angles ¢.
e Cosine square bond angle potential (3):
K 2
V(a) = — [cos(¢p) — cos(¢o)] (5.31)

2

This form is used for example in the GROMOS96 force field. The potential is
1/8(¢ — ¢)* around ¢, and therefore much flatter than the two potentials before.

5.6. Dihedral interactions

Syntax
| inter bondid dihedral n K p

Description

This creates a bond type with identificator bondid with a dihedral potential, i.e. a four-
body-potential. In the following, let the particle for which the bond is created be particle

p2, and the other bond partners p;, ps, p4, in this order, i.e. part py bond bondid p; p3 p4.
Then, the dihedral potential is given by

V(¢) = K [1 —cos(ng — p)], (5.32)

where n is the multiplicity of the potential (number of minimas) and can take any integer
value (typically from 1 to 6), p is a phase parameter and K is the bending constant of the
potential. ¢ is the dihedral angle between the particles defined by the particle quadrupel
1, P2, p3 and py, i.e. the angle between the planes defined by the particle triples p1, ps
and p3 and po, p3 and py:
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Together with appropriate Lennard-Jones interactions, this potential can mimic a large
number of atomic torsion potentials.

If you enable the feature OLD_DIHEDRAL, then the old, less general form of the
potential is used:

V(p) = K [1+ p cos(ng)], (5.33)

where p is rather a phase factor and can only take values p = +1.

5.7. Coulomb interaction

Syntax
(1) inter coulomb 0.0
(2) inter coulomb
(3) inter coulomb parameters

Description

These commands allow to set up the calculation of the Coulomb interaction. The
Coulomb (or electrostatic) interaction is defined as follows. For a pair of particles at
distance r with charges ¢; and ¢o, the interaction is given by

UC(r) = szBT%. (5.34)
where Ip = e2/(4mekpT) denotes the Bjerrum length, which measures the strength of
the electrostatic interaction. As a special case, when the internal variable temperature
is set to zero, the value of bjerrum length you enter is treated as IpkpT rather than
Ip. This occurs when the thermostat is switched off and ESPResSo performs an NVE
integration (see also Section .

Computing electrostatic interactions is computationally very expensive. ESPResSo
features some state-of-the-art algorithms to deal with these interactions as efficiently as
possible, but almost all of them require some knowledge to use them properly. Unedu-
cated use can result in completely unphysical simulations.

Variant (1) disables Coulomb interactions. Variant (2) returns the current pa-
rameters of the coulomb interaction as a Tcl-list using the same syntax as used to
setup the method, e.g.

{coulomb 1.0 p3m 7.75 8 5 0.1138 0.0}
{coulomb epsilon 0.1 n_interpol 32768 mesh_off 0.5 0.5 0.5}
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Variant (3) is the generic syntax to set up a specific method or its parameters,
the details of which are described in the following subsections. Note that using the
electrostatic interaction also requires assigning charges to the particles. This is done
using the part command to set the charge q, e.g.

inter coulomb 1.0 p3m tune accuracy le-4
part 0 q 1.0; part 1 q -1.0

5.7.1. Coulomb P3M

Syntax
inter coulomb Ip p3m [gpul 7eut ( mesh | {mesh, mesh, mesh,} ) cao
alpha
Required features: ELECTROSTATICS

Description
For this feature to work, you need to have the fftw3 library installed on your system.
In ESPResSo, you can check if it is compiled in by checking for the feature FFTW.

This command activates the P3M method to compute the electrostatic interactions
between charged particles. The different parameters are described in more detail in [I5].

[gpu] The optional flag gpu causes the far field portion of p3m to be calculated on the
GPU. It should be noted that this does not always provide significant increase in
performance. Furthermore it computes the far field interactions with only single
precision which limits the maximum precision. Furthermore the algorithm does
not work in combination with certain other methods implemented in ESPResSo
and only for the case of cubic boxes.

reut The real space cutoff as a positive floating point number.
mesh The number of mesh points, as a single positive integer.

meshy . The number of mesh points in x, y and z direction. This is relevant for
noncubic boxes.

cao The charge-assignment order, an integer between 0 and 7.

alpha The Ewald parameter as a positive floating point number.

Make sure that you know the relevance of the P3M parameters before using PSM! If
you are not sure, read the following references [20, 24} 30} 14} [15], 16, 13}, [10].

Tuning Coulomb P3M

Syntax
inter coulomb /p p3m ( tune | tunev2 ) [gpul accuracy accuracy
[r_cut 7cy] [mesh mesh] [cao cao] [alpha ]

Required features: ELECTROSTATICS
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Description

It is not easy to calculate the various parameters of the P3M method such that the
method provides the desired accuracy at maximum speed. To simplify this, ESPResSo
provides a function to automatically tune the algorithm. Note that for this function to
work properly, your system should already contain an initial configuration of charges and
the correct initial box size. Also note that both provided tuning algorithms work very
well on homogenous charge distributions, but might not achieve the requested precision
for highly inhomogenous or symmetric systems. For example, because of the nature of
the P3M algorithm, systems are problematic where most charges are placed in one plane,
one small region, or on a regular grid.

The function employs the analytical expression of the error estimate for the P3M
method [24] and its real space error [30] to obtain sets of parameters that yield the
desired accuracy, then it measures how long it takes to compute the coulomb interaction
using these parameter sets and chooses the set with the shortest run time.

The function will only automatically tune those parameters that are not set to a
predetermined value using the optional parameters of the tuning command.

The two tuning methods follow different methods for determining the optimal param-
eters. While the tune version tests different values on a grid in the parameter space,
the tunev?2 version uses a bisection to determine the optimal parameters. In general, for
small systems the tune version is faster, while for large systems tunev?2 is faster. The
results of tunev2 are always at least as good as the parameters from the tune version,
and normally the obtained accuracy is much closer to the desired value.

During execution the tuning routines report the tested parameter sets, the correspond-
ing k-space and real-space errors and the timings needed for force calculations (the setmd
variable timings controls the number of test force calculations). Since the error depends
on 7eu/box I and abox_l the output is given in these units.

Note that the previous setting of 7.ut, cao and mesh will be remembered. If you want
to retune your electrostatics, e.g. after a major system change, you should use

inter coulomb lp p3m tune accuracy acc r_cut O mesh O cao O

Additional P3M parameters

Syntax
inter coulomb [epsilon ( metallic | epsilon )] [n_interpol points]
mesh_off zoff yoff zoff]

Description
Once P3M algorithm has been set up, it is possible to set some additional P3M param-
eters with this command. The different parameters have the following meaning:

epsilon epsilon The dielectric constant of the surrounding medium, metallic (i.e. in-
finity) or some finite positive number. Defaults to metallic.
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n_interpol n;nterpol Number of interpolation points for the charge assignment func-
tion. When this is set to 0, interpolation is turned off and the function is computed
directly. Defaults to 32768.

mesh_off mesh,ff Offset of the first mesh point from the lower left corner of the simu-
lation box in units of the mesh constant. Defaults to 0.5 0.5 0.5.

5.7.2. Debye-Hiickel potential

Syntax
inter coulomb Ig dh K 7oyt

Required features: ELECTROSTATICS

Description
Defines the electrostatic potential by

UC—PH — 1pkpT for r < reu (5.35)

q1g2exp(—kKr)
r
The Debye-Hiickel potential is an approximate method for calculating electrostatic
interactions, but technically it is treated as other short-ranged non-bonding potentials.
For r > rey it is set to zero which introduces a step in energy. Therefore, it introduces
fluctuations in energy.
For k = 0, this corresponds to the plain coulomb potential.

5.7.3. MMM2D

Please cite [5] (BIBTEX-key mmm2d in file doc/ug/citations.bib) when using
MMM2D, and [55] (BIBTEX-key icmmm2d in file doc/ug/citations.bib) when
using dielectric interfaces.

Syntax
inter coulomb lp mmm2d mazimal_pairwise_error [fized_far_cutoff]
[dielectric €; €, €] [dielectric-contrasts A; A;] [capacitor U]

Required features: ELECTROSTATICS

Description

MMM2D coulomb method for systems with periodicity 1 1 0. Needs the layered cell
system. The performance of the method depends on the number of slices of the cell
system, which has to be tuned manually. It is automatically ensured that the maximal
pairwise error is smaller than the given bound. The far cutoff setting should only be
used for testing reasons, otherwise you are more safe with the automatical tuning. If
you even don’t know what it is, do not even think of touching the far cutoff. For details
on the MMM family of algorithms, refer to appendix

The last two, mutually exclusive arguments “dielectric” and “dielectric-constants”
allow to specify dielectric contrasts at the upper and lower boundaries of the simulation
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box. The first form specifies the respective dielectric constants in the media, which
however is only used to calculate the contrasts. That is, specifying ¢; = €, = €, = const
is always identical to ¢ = €, = ¢, = 1. The second form specifies only the dielectric
contrasts at the boundaries, that is A; = “2=% and A, = 2= Using this form allows

€mt€t €mt€p
to choose Ay, = —1, corresponding to metallic boundary conditions.

Using capacitor U allows to maintain a constant electric potential difference U
between the xy-plane at z = 0 and z = L, where L denotes the box length in z-direction.
This is done by countering the total dipol moment of the system with the electric field
Einducea and superposing a homogeneous electric field Fqpprica = % to retain U. This
mimics the induction of surface charges £0 = E;,quced - €0 for planar electrodes at z =0
and z = L in a capacitor connected to a battery with voltage U. Using capacitor 0 is
equivalent to Ay, = —1.

Syntax
efield_caps ( total | induced | applied )
Required features: ELECTROSTATICS

Description
The electric fields added by capacitor U can be obtained by calling the above com-
mand, where induced returns Ejpquced, applied returns E,ppieq and total their sum.

5.7.4. MMM1D

Please cite [3] (BIBTEX-key mmm1d in file doc/ug/citations.bib) when using
MMMI1D.

Syntax

(1) inter coulomb lp mmmld switch_radius mazimal_pairwise_error
(2) inter coulomb [p mmmld tune mazimal_pairwise_error

Required features: ELECTROSTATICS

Description

MMMI1D coulomb method for systems with periodicity 0 0 1. Needs the nsquared cell
system (see section. The first form sets parameters manually. The switch
radius determines at which xy-distance the force calculation switches from the near to
the far formula. The Bessel cutoff does not need to be specified as it is automatically
determined from the particle distances and maximal pairwise error. The second tuning
form just takes the maximal pairwise error and tries out a lot of switching radii to find
out the fastest one. If this takes too long, you can change the value of the setmd variable
timings, which controls the number of test force calculations.

Syntax
(1) inter coulomb /p mmmldgpu switch_radius [bessel_cutoff]
maximal _pairwise_error
(2) inter coulomb /p mmmldgpu tune mazximal_pairwise_error

Required features: CUDA ELECTROSTATICS MMM1D_GPU
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Description

MMMI1D is also available in a GPU implementation. Unlike its CPU counterpart, it
does not need the nsquared cell system. The first form sets parameters manually. The
switch radius determines at which xy-distance the force calculation switches from the
near to the far formula. If the Bessel cutoff is not explicitly given, it is determined from
the maximal pairwise error, otherwise this error only counts for the near formula. The
second tuning form just takes the maximal pairwise error and tries out a lot of switching
radii to find out the fastest one.

For details on the MMM family of algorithms, refer to appendix
5.7.5. Maxwell Equation Molecular Dynamics (MEMD)

Syntax
inter coulomb Iz memd f_mass mesh [epsilon e)

Required features: ELECTROSTATICS
Description
This is an implementation of the instantaneous 1/r Coulomb interaction

U = lpkpT 8 (5.36)

as the potential of mean force between charges which are dynamically coupled to a local
electromagnetic field.
The algorithm currently works with the following constraints:

e cellsystem has to be domain decomposition but without Verlet lists!

e system has to be periodic in three dimensions.

Arguments
e f_mass is the mass of the field degree of freedom and equals to the square root of
the inverted speed of light.

e mesh is the number of mesh points for the interpolation of the electromagnetic
field in one dimension.

® ¢, is the background dielectric permittivity at infinity. This defaults to metallic
boundary conditions, to match the results of P3M.

The arising self-interactions are treated with a modified version of the exact solution
of the lattice Green’s function for the problem.

Currently, forces have large errors for two particles within the same lattice cube. This
may be fixed in future development, but right now leads to the following rule of thumb
for the parameter choices:

e The lattice should be of the size of your particle size (i.e. the lennard jones epsilon).
That means: mesh ~ box_1/1j_sigma
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e The integration timestep should be in a range where no particle moves more than
one lattice box (i.e. lennard jones sigma) per timestep.

e The speed of light should satisfy the stability criterion ¢ < a/dt, where a is the
lattice spacing and dt is the timestep. For the second parameter, this means
f mass > dt?/a®.

The main error of the MEMD algorithm stems from the lattice interpolation and is
proportional to the lattice size in three dimensions, which means Ajagtice o< a°.

Without derivation here, the algorithmis error is proportional to 1/c2, where c is the
adjustable speed of light. From the stability criterion, this yields

Amages = A - a® + B - dt? /a* (5.37)

This means that increasing the lattice will help the algorithmic error, as we can tune
the speed of light to a higher value. At the same time, it increases the interpolation
error at an even higher rate. Therefore, momentarily it is advisable to choose the lattice
with a rather fine mesh of the size of the particles. As a rule of thumb, the error will
then be less than 10~ for the particle force.

For a more detailed description of the algorithm, see appendix [D on page 224 or the
publications [34}, 39].

Spatially varying dielectrics with MEMD

Since MEMD is a purely local algorithm, one can apply local changes to some properties
and the propagation of the Coulomb force is still valid. In particular, it is possible to
arbitrarily select the dielectric permittivity on each site of the interpolating lattice.

Syntax
inter coulomb I/p memd localeps node node_x node.y node_z dir X/Y /Z
eps €
Required features: ELECTROSTATICS
Description
The keyword localeps after the inter coulomb command offers the possibility to assign
any value of € to any lattice site.

Arguments

e [z is the bjerrum length of the background. It defines the reference value ey,5 via
the formula (5.38). This is a global variable.

e node_x is the index of the node in x direction that should be changed
e node_y is the index of the node in y direction that should be changed
e node_z is the index of the node in z direction that should be changed

e X /Y /Z is the direction in which the lattice site to be changed is pointing. Has
to be one of the three (X, Y or Z).
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e ¢ is the relative permittivity change in respect to the background permittivity set
by the parameter Ig.

The permittivity on each lattice site is set relatively. By defining the (global) bjerrum
length of the system, the reference permittivity ¢ is fixed via the formula

g = e*/(4mekpT) (5.38)

The local changes of € are in reference to this value and can be seen as a spatially
dependent prefactor to this epsilon. If left unchanged, this prefactor is 1.0 for every site
by default.

5.7.6. Electrostatic Layer Correction (ELC)

Please cite [6] (BIBTEX-key elc in file doc/ug/citations.bib) when using ELC,
and in addition [56] (BIBTEX-key icelc in file doc/ug/citations.bib) if you use
dielectric interfaces.

Syntax
inter coulomb elc maximal_pairwise_error gap_size
[far_cutoff] [noneutralization] [dielectric €; €, €]
[dielectric-contrasts A; A;] [capacitor U]

Required features: ELECTROSTATICS

Description

This is a special procedure that converts a 3d method, to a 2d method, in computa-
tional order N. Currently, it only supports P3M. This means, that you will first have
to set up the P3M algorithm (via inter coulomb p3m params) before using ELC. The
algorithm is definitely faster than MMM2D for larger numbers of particles (> 400 at
reasonable accuracy requirements). The maximal pairwise error mazimal_pairwise_error
sets the LUB error of the force between any two charges without prefactors (see the pa-
pers). The algorithm tries to find parameters to meet this LUB requirements or will
throw an error if there are none.

The gap size gap_size gives the height of the empty region between the system box
and the neighboring artificial images (again, see the paper). ESPResSo does not make
sure that the gap is actually empty, this is the users responsibility. The method will
compute fine of the condition is not fulfilled, however, the error bound will not be
reached. Therefore you should really make sure that the gap region is empty (e. g. by
constraints).

The setting of the far cutoff far_cutoff is only intended for testing and allows to directly
set the cutoff. In this case, the maximal pairwise error is ignored. The periodicity has
to be set to 1 1 1 still, and the 3d method has to be set to epsilon metallic, i.e. metallic
boundary conditions. For details, see appendix

By default, ELC just as P3M adds a homogeneous neutralizing background to the
system in case of a net charge. However, unlike in three dimensions, this background adds

71



a parabolic potential across the slab [8]. Therefore, under normal circumstance, you will
probably want to disable the neutralization using [noneutralization]. This corresponds
then to a formal regularization of the forces and energies [§]. Also, if you add neutralizing
walls explicitely as constraints, you have to disable the neutralization.

The dielectric contrast features work exactly the same as for MMMZ2D, see the docu-
mentation above. Same accounts for capacitor U, but the constant potential is main-
tained between the xy-plane at z = 0 and z = L — gap_size. The command efield_caps
to read out the electric fields added by capacitor U also applies for the capacitor-feature
of ELC.

Make sure that you read the papers on ELC ([6] [56]) before using it.
5.7.7. Dielectric interfaces with the ICCx algorithm

Syntax

iccp3m n_induced_charges convergence convergence_criterion areas areas
normals normals sigmas sigmas epsilons epsilons [eps_out eps_out |
[relax relazation_parameter | [max_iterations mazx_iterations |
[ext_field ext_field|

Required features: ELECTROSTATICS

Description

The ICCx algorithm allows to take into account arbitrarily shaped dielectric interfaces.
This is done by iterating the charge on the particles with the ids 0 to n_induced_particles — 1
until the correctly represent the influence of the dielectric discontinuity. It relies on a
coulomb solver that is already initialized. This Coulomb solver can be P3M, P3M+ELC,
MMM2D or MMM1D. As most of the times, ICCx will be used with P3M the corre-
sponding command is called iccp3m.

Please make sure to read the corresponding articles, mainly[7, [54], 29] before using it.

The particles with ids 0 to n_induced_particles — 1 are treated as iterated particles by
ICCx. The constitute the dielectric interface and should be fixed in space. The param-
eters areas and epsilons are Tcl lists containing one floating point number describing
each surface elements area and dielectric constant. sigmas allows to take into account a
(bare) charge density, thus a surface charge density in absence of any charge induction.
normals is a Tcl list of Tcl lists with three floating point numbers describing the outward
pointing normal vectors for every surface element. The parameter convergence_criterion
allows to specify the accuracy of the iteration. It corresponds to the maximum relative
change of any of the interface particle’s charge. After max _iterations the iteration stops
anyways. The dielectric constant in bulk, i. e. outside the dielectric walls is specified
by eps_out. A homogenous electric field can be added to the calculation of dielectric
boundary forces by specifying it in the parameter ext_field.
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Quick setup of dielectric interfaces

Syntax

(1) dielectric sphere center cz cy cz radius r res res

(2) dielectric wall normal nz ny nz dist d res res

(3) dielectric cylinder center czr cy cz axis azr ay az radius r
direction d

(4) dielectric pore center cx cy cz axis azx ay az radius r length [
smoothing_radius 7s res res

(5) dielectric slitpore pore_mouth z channel_width ¢ pore_width w
pore_length | upper_smoothing radius us lower_smoothing_ -
radius s

Description

The command dielectric allows to conveniently create dielectric interfaces similar to
the constraint and the Ibboundary command. Currently the creation of spherical, cylin-
drical and planar geometries as well as a pore and slitpore geometry is supported. Please
check the documentation of the corresponding constraint for the detailed geometry. It is
implemented in Tcl and places particles in the right positions and adds the correct values
to the global Tcl variables icc_areas icc_normals icc_sigmas icc_epsilons and increases
the global Tcl variable varn_induced_charges. Thus after setting up the shapes, it is still
necessary to register them by calling iccp3m, usually in the following way:

iccp3m $n_induced_charges epsilons $icc_epsilons normals
$icc_normals areas $icc_areas sigmas $icc_sigmas

5.8. Dipolar interaction

Syntax
(1) inter magnetic 0.0
(2) inter magnetic
(3) inter magnetic parameters

Description
These commands can be used to set up magnetostatic interactions, which is defined as
follows:
7. 07 3 7. . 7. .0
UDfPSM(F) — IgkpT ((,U'z 3:“*]) _ (£ 7;)5(”] 7")) (5.39)
r r

where r = |7].

Ip is a dimensionless parameter similar to the Bjerrum length in electrostatics which
helps to tune the effect of the medium on the magnetic interaction between two magnetic
dipoles.

Computing magnetostatic interactions is computationally very expensive. ESPResSo
features some state-of-the-art algorithms to deal with these interactions as efficiently as
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possible, but almost all of them require some knowledge to use them properly. Unedu-
cated use can result in completely unphysical simulations.

The commands above work as their couterparts for the electrostatic interactions
(see section [5.7.1 on page 65). Variant (1) disables dipolar interactions. Variant
(2) returns the current parameters of the dipolar interaction as a Tcl-list using the
same syntax as used to setup the method, e.g.

{coulomb 1.0 p3m 7.75 8 5 0.1138 0.0}
{coulomb epsilon 0.1 n_interpol 32768 mesh_off 0.5 0.5 0.5}

Variant (3) is the generic syntax to set up a specific method or its parameters,
the details of which are described in the following subsections. Note that using the
magnetostatic interaction also requires assigning dipole moments to the particles.
This is done using the part command to set the dipole moment dip, e.g.

inter coulomb 1.0 p3m tune accuracy le-4
part 0 dip 1 0 O; part 1 dip 0 0 1

5.8.1. Dipolar P3M

Syntax
inter magnetic lp p3m 7.yy mesh cao alpha

Required features: DIPOLES

Description
This command activates the P3M method to compute the dipolar interactions between
charged particles. The different parameters are described in more detail in [10].

reut The real space cutoff as a positive floating point number.
mesh The number of mesh points, as a single positive integer.
cao The charge-assignment order, an integer between 0 and 7.
alpha The Ewald parameter as a positive floating point number.

Make sure that you know the relevance of the P3M parameters before using P3M! If
you are not sure, read the following references [20, 24, [30}, 14}, 15, [16] 13].
Note that dipolar P3M does not work with non-cubic boxes.

Tuning dipolar P3M

Syntax
inter magnetic lp p3m ( tune | tunev2 ) accuracy accuracy
[r_cut 7cu] [mesh mesh] [cao cao] [alpha ]

Required features: DIPOLES
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Description

Tuning dipolar P3M works exactly as tuning Coulomb P3M. Therefore, for details on how
to tune the algorothm, refer to the documentation of Coulomb P3M (see section [5.7.]]

on page 63).

For the magnetic case, the expressions of the error estimate are given in [10].

5.8.2. Dipolar Layer Correction (DLC)

Syntax

inter magnetic mdlc accuracy gap-size [far_cutoff]

Required features: DIPOLES

Description

Like ELC but applied to the case of magnetic dipoles, but here the accuracy is the one
you wish for computing the energy. far.utoff is set to a value that, assuming all dipoles
to be as larger as the largest of the dipoles in the system, the error for the energy would
be smaller thant the value given by accuracy. At this moment you cannot compute
the accuracy for the forces, or torques, nonetheless, usually you will have an error for
forces and torques smaller than for energies. Thus, the error for the energies is an upper
boundary to all errors in the calculations.

At present, the program assumes that the gap without particles is along the z-direction.
The gap-size is the length along the z-direction of the volume where particles are not
allowed to enter.

As a reference for the DLC method, see [9].

5.8.3. Dipolar all-with-all and no replicas (DAWAANR)

Syntax

inter magnetic [p dawaanr

Required features: DIPOLES

Description

This interaction calculates energies and forces between dipoles by explicitly summing
over all pairs. For the directions in which the system is periodic (as defined by setmd
periodic), it applies the minimum image convention, i.e. the interaction is effectively
cut off at half a box length.

In periodic systems, this method should only be used if it is not possible to use dipolar

P3M or DLC, because those methods have a far better accuracy and are much faster.
In a non-periodic system, the DAWAANR-method gives the exact result.
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5.8.4. Magnetic Dipolar Direct Sum (MDDS)

Syntax
inter magnetic lp mdds n_cut wvalue_n_cut

Required features: DIPOLES MAGNETIC_DIPOLAR_DIRECT_SUM

Description
The command enables the “magnetic dipolar direct sum”. The dipole-dipole interaction
is computed by explicitly summing over all pairs. If the system is periodic in one or
more directions, the interactions with further value_n_cut replicas of the system in all
periodic directions is explicitly computed.

As it is very slow, this method is not intended to do simulations, but rather to check
the results you get from more efficient methods like P3M.

5.9. Special interaction commands

5.9.1. Tunable-slip boundary interaction

Syntax
inter typel type2 tunable_slip T 71 Teur 01 vy Uy 0,

Required features: TUNABLE_SLIP

Description

Simulating microchannel flow phenomena like the Plane Poiseuille and the Plane Couette
Flow require accurate boundary conditions. There are two main boundary conditions in
use:

1. slip boundary condition which means that the flow velocity at the the hydrody-
namic boundaries is zero.

2. partial-slip boundary condition which means that the flow velocity at the hydro-
dynamic boundaries does not vanish.

In recent years, experiments have indicated that the no-slip boundary condition is
indeed usually not valid on the micrometer scale. Instead, it has to be replaced by the
partial-slip boundary condition

0B OnV)llrg = V) llrp,

where v)| denotes the tangential component of the velocity and dyv) its spatial derivative
normal to the surface, both evaluated at the position rp of the so-called hydrodynamic
boundary. This boundary condition is characterized by two effective parameters, namely
(i) the slip length dp and (ii) the hydrodynamic boundary rg.

Within the approach of the tunable-slip boundary interactions it is possible to tune the
slip length systematically from full-slip to no-slip. A coordinate-dependent Langevin-
equation describes a viscous layer in the vicinity of the channel walls which exerts an
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additional friction on the fluid particles. T is the temperature, v, the friction coefficient
and 7.yt is the cut-off radius of this layer. d¢ is the timestep of the integration scheme.
With v, v, and v, it is possible to give the layer a reference velocity to create a Plane
Couette Flow. Make sure that the cutoff radius 7.y is larger than the cutoff radius of
the constraint Lennard-Jones interactions. Otherwise there is no possibility that the
particles feel the viscous layer.

This method was tested for Dissipative Particle Dynamics but it is intended for meso-
scopic simulation methods in general. Note, that to use tunable-slip boundary interac-
tions you have to apply two plane cell constraints with Lennard-Jones in addition to the
tunable-slip interaction. Make sure that the cutoff radius 7.y is larger than the cutoff
radius of the constraint Lennard-Jones interactions. Otherwise there is no possibility
that the particles feel the viscous layer. Please read reference [47] before using this
interaction.

5.9.2. DPD interaction

Syntax
inter typel type2 inter_dpd gamma r_cut wf tgamma tr_cut twf

Required features: INTER_DPD

Description

This is a special interaction that is to be used in conjunction with the Dissipative Particle
Dynamics algorithm when the INTER_DPD implementation is used. The parameters
correspond to the parameters of the DPD thermostat but can be set individually
for the different interactions.

5.9.3. Fixing the center of mass

Syntax
inter typeid! typeidl comfixed flag
Required features: COMFIXED

Description
This interaction type applies a constraint on particles of type typeid! such that during
the integration the center of mass of these particles is fixed. This is accomplished as
follows: The sum of all the forces acting on particles of type typeid! are calculated. These
include all the forces due to other interaction types and also the thermostat. Next a
force equal in magnitude, but in the opposite direction is applied to all the particles.
This force is divided on the particles of type typeidl relative to their respective mass.
Under periodic boundary conditions, this fixes the itinerant center of mass, that is, the
one obtained from the unfolded coordinates.

Note that the syntax of the declaration of comfixed interaction requires the same
particle type to be input twice. If different particle types are given in the input, the
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program exits with an error message. flag can be set to 1 (which turns on the interaction)
or 0 (to turn off the interaction).

Since the necessary communication is lacking at present, this interaction only works
on a single node.

5.9.4. Pulling particles apart

Syntax
inter typeidl typeid2 comforce flag dir force fratio
Required features: COMFORCE

Description

The comforce interaction type enables one to pull away particle groups of two different
types. It is mainly designed for pulling experiments on bundles. Within a bundle of
molecules of type number typeid! lets mark one molecule as of type typeid2. Using
comforce one can apply a force such that t2 can be pulled away from the bundle. The
comforcerlag is set to 1 to turn on the interaction, and to 0 otherwise. The pulling
can be done in two different directions. Either parallel to the major axis of the bundle
(dir = 0) or perpendicular to the major axis of the bundle (dir = 1). force is used
to set the magnitude of the force. fratio is used to set the ratio of the force applied
on particles of typeidl vs. typeid2. This is useful if one has to keep the total applied
force on the bundle and on the target molecule the same. A force of magnitude force
is applied on typeid2 particles, and a force of magnitude (force * fratio) is applied on
typeidl particles.

5.9.5. Capping the force during warmup

Syntax

| inter forcecap ( Fpnax | individual )

Description

Non-bonded interactions are often used to model the hard core repulsion between par-
ticles. Most of the potentials in the section are therefore singular at zero distance, and
forces usually become very large for distances below the particle size. This is not a prob-
lem during the simulation, as particles will simply avoid overlapping. However, creating
an initial dense random configuration without overlap is often difficult.

By artificially capping the forces, it is possible to simulate a system with overlaps.
By gradually raising the cap value Fi.x, possible overlaps become unfavorable, and the
system equilibrates to a overlap free configuration.

This command will cap the force to F,.;, i.e. for particle distances which would
lead to larger forces than Fi,.x, the force remains at Fiax. Accordingly, the potential
is replaced by rFax. Particles placed exactly on top of each other will be subject to a
force of magnitude Fi,.x along the first coordinate axis.
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The force capping is switched off by setting Fin.x = 0. Note that force capping always
applies to all Lennard-Jones, tabulated, Morse and Buckingham interactions regardless
of the particle types.

If instead of a force capping value, the string “individual” is given, the force capping
can be set individually for each interaction. The capping radius is in this case not
derived from the potential parameters, but is given by an additional signal floating
point parameter to the interaction.
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6. Setting up the system

6.1. setmd: Setting global variables.

Syntax
(1) setmd wvariable
(2) setmd wvariable [value]+

Description

Variant (1) returns the value of the ESPResSo global variable variable, variant (2) can
be used to set the variable variable to value. The '+’ in variant (2) means that for some
variables more than one value can be given (example: setmd boxl 5 5 5). The following
global variables can be set:

box_1 (double[3]) Simulation box length. Note that if you change the box length
during the simulation, the folded particle coordinates will remain the same, i.e.,
the particle stay in the same image box, but at the same relative position in their
image box. If you want to scale the positions, use the change_volume command.

cell_grid (int[3], read-only) Dimension of the inner cell grid.

cell_size (double[3], read-only) Box-length of a cell.

dpd_gamma (double, read-only) Friction constant for the DPD thermostat.
dpd_r_cut (double, read-only) Cutoff for DPD thermostat.

gamma (double, read-only) Friction constant for the Langevin thermostat.
integ_switch (int, read-only) Internal switch which integrator to use.
1b_components (int, read-only) Number of fluid components.
local_box_1 (int[3], read-only) Local simulation box length of the nodes.
max_cut (double, read-only) Maximal cutoff of real space interactions.

max_cut_nonbonded (double, read-only) Maximal cutoff of nonbonded real space
interactions.

max_cut_bonded (double, read-only) Maximal cutoff of bonded real space interac-
tions.

max_num_cells (int) Maximal number of cells for the link cell algorithm. Reason-
able values are between 125 and 1000, or for some problems (n;otal,articles /
npodes).
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max_part (int, read-only) Maximal identity of a particle. This is in general not
related to the number of particles!

max_range (double, read-only) Maximal range of real space interactions: maz.ut
+ skin.

max_skin (double, read-only) Maximal skin to be used for the link cell/verlet algo-
rithm. This is the minimum of cell_size - max_range.

min_global_cut (double) Minimal total cutoff for real space. Effectively, this plus
the skin is the minimally possible cell size. Espresso typically determines this
value automatically, but some algorithms, e.g. virtual sites, require you to specify
it manually.

min_num_cells (int) Minimal number of cells for the link cell algorithm. Reason-
able values range in 107N? to 1077 N2. In general just make sure that the Verlet
lists are not incredibly large. By default the minimum is 0, but for the automatic
P3M tuning it may be wise to set larger values for high particle numbers.

n_layers (int, read-only) Number of layers in cell structure LAYERED (see sec-
tion |6.4 on page 88)).
n_nodes (int, read-only) Number of nodes.

n_part (int, read-only) Total number of particles.

n_part_types (int, read-only) Number of particle types that were used so far in
the inter command (see chaptertcl:inter).

node_grid (int[3]) 3D node grid for real space domain decomposition (optional, if
unset an optimal set is chosen automatically).

nptiso_gammaO (double, read-only)

nptiso_gammav (double, read-only)

npt_p_ext (double, read-only) Pressure for NPT simulations.

npt_p_inst (double) Pressure calculated during an NPT isotropic integration.
piston (double, read-only) Mass off the box when using NPT _isotropic integrator.

periodicity (bool[3]) Specifies periodicity for the three directions. If the feature
PARTIAL_PERIODIC is set, this variable can be set to (1,1,1) or (0,0,0) at the
moment. If not it is readonly and gives the default setting (1,1,1).

skin (double) Skin for the Verlet list.
temperature (double, read-only) Temperature of the simulation.
thermo_switch (double, read-only) Internal variable which thermostat to use.

time (double) The simulation time.
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time_step (double) Time step for MD integration.
timings (int) Number of samples to (time-)average over.

transfer_rate (int, read-only) Transfer rate for VMD connection. You can use
this to transfer any integer value to the simulation from VMD.

verlet_flag (bool) Indicates whether the Verlet list will be rebuild. The program
decides this normally automatically based on your actions on the data.

verlet_reuse (double) Average number of integration steps the verlet list has been
re-used.

warnings (int) if non-zero (default), some warnings are printed out. Set this to
zero if you get annoyed by them.

6.2. thermostat: Setting up the thermostat

Syntax
(1) thermostat
(2) thermostat off
(3) thermostat parameters

Description
The thermostat command is used to change settings of the thermostat.

The different available thermostats will be described in the following subsections. Note
that for a simulation of the NPT ensemble, you need to use a standard thermostat for
the particle velocities (e.g. Langevin or DPD), and a thermostat for the box geometry
(e.g. the isotropic NPT thermostat).

You may combine different thermostats at your own risk by turning them on one by
one. Note that there is only one temperature for all thermostats, although for some
thermostats like the Langevin thermostat, particles can be assigned individual temper-
atures.

Since ESPResSo does not enforce a particular unit system, it cannot know about the
current value of the Boltzmann constant. Therefore, when specifying the temperature of
a thermostat, you actually do not define the temperature, but the value of the thermal
energy kpT in the current unit system (see the discussion on units, Section .

Variant (1) returns the thermostat parameters. A Tcl list is given containing all
the parameters needed to set the specific thermostat. (exactly the same as the input
command line, without the preceding thermostat).

Variant (2) turns off all thermostats and sets all thermostat variables to zero. Setting
temperature to zero also affects the way in which electrostatics are handled (see also
Section .

Variant (3) sets up one of the thermostats described below.

Note that their are three different types of noise which can be used in ESPResSo. The
one used typically in simulations is flat noise with the correct variance and it is the default

82



used in ESPResSo, though it can be explicitly specified using the feature FLATNOISE. You
can also employ Gaussian noise which is, in some sense, more realistic. Notably Gaussian
noise (activated using the feature GAUSSRANDOM) does a superior job of reproducing
higher order moments of the Maxwell-Boltzmann distribution. For typical generic coarse-
grained polymers using FENE bonds the Gaussian noise tends to break the FENE bonds.
We thus offer a third type of noise, activate using the feature GAUSSRANDOMCUT, which
produces Gaussian random numbers but takes anything which is two standard deviations
(20) below or above zero and set it to —20 or 20 respectively. In all three cases the
distribution is made such that the second moment of the distribution is the same and
thus results in the same temperature.

6.2.1. Langevin thermostat

Syntax

| thermostat langevin temperature gamma

Description
The Langevin thermostat consists of a friction and noise term coupled via the fluctuation-
dissipation theorem. The friction term is a function of the particle velocities. For a more
detailed explanation, refer to [22].

If the feature ROTATION is compiled in, the rotational degrees of freedom are also
coupled to the thermostat.

Using the Langevin thermostat, it is posible to set a temperature and a friction coef-
ficient for every particle individually via the feature LANGEVIN_PER_PARTICLE. Consult
the reference of the part command (chapter [4f) for information on how to achieve this.

6.2.2. GHMC thermostat

Syntax
thermostat ghmc temperature n_md phi [-no_flip | -flip | -random_flip]
[-no_scale | -scale]

Description

ESPResSo implements Generalized Hybrid Monte Carlo (GHMC) as a thermostat. GHMC
is a simulation method for sampling the canonical ensemble [37]. The method consists of

MC cycles that combine a few constant energy MD steps, specified by n_md, followed by

a Metropolis criterion for their acceptance. Prior to integration, the particles momenta

are mixed with momenta sampled from the appropriate Boltzmann distribution.

Given the particles momenta p? from the last j* GHMC cycle the new momenta are
generated by: p/T! = cos(¢)p’ + sin(¢)€, where € is a noise vector of random Gaussian
variables with zero mean and variance 1/temperature (see [26] for more details). The
momenta mixing parameter cos(¢) corresponds to phi in the implementation.

In case the MD step is rejected, the particles momenta may be flipped. This is specified
by setting the -no_flip / -f1lip option, for the ~-random_f1ip option half of the rejected
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MD steps randomly result in momenta flip. The default for momenta flip is -no_£f1lip.
The & noise vector’s variance van be tuned to exactly 1/temperature by specifying the
-scale option. The default for temperature scaling is -no_scale.

6.2.3. Dissipative Particle Dynamics (DPD)

ESPResSo implements Dissipative Particle Dynamics (DPD) either via a global thermo-
stat, or via a thermostat and a special DPD interaction between particle types. The
latter allows the user to specify friction coefficients on a per-interaction basis.

Thermostat DPD

Syntax
thermostat dpd temperature gamma r_cut [ WF wf tgamma tr_cut TWF twf]

Required features: DPD or TRANS_DPD

Description

ESPResSo’s standard DPD thermostat implements the thermostat exactly as described in
[50]. We use the standard Velocity- Verlet integration scheme, e.g. DPD only influences
the calculation of the forces. No special measures have been taken to self-consistently
determine the velocities and the dissipative forces as it is for example described in [3§].
DPD adds a velocity dependent dissipative force and a random force to the usual con-
servative pair forces (e.g. Lennard-Jones).

The dissipative force is calculated by

FS = =CwP (rij) (7 - Gi) i (6.1)

The random force by

le;i = O'U)R(’r‘ij)@ijﬂj (62)
where ©;; € [—0.5,0.5] is a uniformly distributed random number. The connection of o
and ( is given by the dissipation fluctuation theorem:

(ow"(rij)* = Cw” (rij)kpT (6.3)

The parameters gamma and r.ut define the strength of the friction ¢ and the cutoff
radius.

According to the optional parameter WF (can be set to 0 or 1, default is 0) of the
thermostat command the functions w” and w’ are chosen in the following way ( rij <
r_cut ) :

Tij\2
D R 2 (I=22)7 , wf=0
W) = gy ={ 17 (6.4

For ri; > r_cut w? and w’ are identical to 0 in both cases.

The friction (dissipative) and noise (random) term are coupled via the fluctuation-
dissipation theorem. The friction term is a function of the relative velocity of particle
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pairs. The DPD thermostat is better for dynamics than the Langevin thermostat, since
it mimics hydrodynamics in the system. X

When using a Lennard-Jones interaction, r_cut = 260 is a good value to choose, so
that the thermostat acts on the relative velocities between nearest neighbor particles.
Larger cutoffs including next nearest neighbors or even more are unphysical.

gamma is basically an inverse timescale on which the system thermally equilibrates.
Values between 0.1 and 1 are 0.k, but you propably want to try this out yourself to get
a feeling for how fast temperature jumps during a simulation are. The dpd thermostat
does not act on the system center of mass motion. Therefore, before using dpd, you
have to stop the center of mass motion of your system, which you can achieve by using
the command galilei_transform This may be repeated once in a while for long
runs due to round off errors (check this with the command system_CMS_velocity)

Two restrictions apply for the dpd implementation of ESPResSo:

e As soon as at least one of the two interacting particles is fixed (see 4| on how to fix
a particle in space) the dissipative and the stochastic force part is set to zero for
both particles (you should only change this hardcoded behaviour if you are sure
not to violate the dissipation fluctuation theorem).

e DPD does not take into account any internal rotational degrees of freedom of the
particles if ROTATION is switched on. Up to the current version DPD only acts on
the translatorial degrees of freedom.

Transverse DPD thermostat This is an extension of the above standard DPD ther-
mostat [28], which dampens the degrees of freedom perpendicular on the axis between
two particles. To switch it on, the feature TRANS_DPD is required instead of the feature
DPD.

The dissipative force is calculated by

Ff = —CwP (rij)(I — #i5 @ #45) - U (6.5)
The random force by
Fff = ow(ryj)(I - 7y @ 735) - 4 (6.6)

The parameters tgamma tr_cut define the strength of the friction and the cutoff in
the same way as above. Note: This thermostat does not conserve angular momentum.

Interaction DPD

Syntax
thermostat inter_dpd {emperature

Required features: INTER_DPD
Description

Another way to use DPD is by using the interaction DPD. In this case, DPD is imple-
mented via a thermostat and corresponding interactions. The above command will set
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the global temperature of the system, while the friction and other parameters have to
be set via the command inter inter_dpd (see[5.9.2 on page 77). This allows to set the
friction on a per-interaction basis.

DPD interactions with fixed particles is switched off by default, because it is not clear
if the results obtained with that method are physically correct. If you want activate
inter_dpd with fixed particles please use:

Syntax
thermostat inter_dpd ignore_fixed_particles O

Required features: INTER_DPD

Description
By default the flag ignore_fixed_particles is switched ON.
Other DPD extensions

The features DPD_MASS_RED or DPD_MASS_LIN make the friction constant mass depen-
dent:

¢ — CM;
There are two implemented cases.

m;m;
mi+m;

e DPD_MASS_RED uses the reduced mass: M;; = 2

mi—l-mj

e DPD_MASS_LIN uses the real mass: M;; = 3

The prefactors are such that equal masses result in a factor 1.

6.2.4. Isotropic NPT thermostat

Syntax

thermostat npt_isotropic temperature gammal gammaV

Required features: NPT

Description
This theormstat is based on the Anderson thermostat (see [Il B5]) and will thermalize
the box geometry. It will only do isotropic changes of the box.

Be aware that this feature is neither properly examined for all systems nor is it main-
tained regularly. If you use it and notice strange behaviour, please contribute to solving
the problem.
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6.3. nemd: Setting up non-equilibrium MD

) nemd exchange n_slabs n_exchange
) nemd shearrate n_slabs shearrate
3) nemd off

) nemd

) nemd profile

6) nemd viscosity

Required features: NEMD

Description
Use NEMD (Non Equilibrium Molecular Dynamics) to simulate a system under shear
with help of an unphysical momentum change in two slabs in the system.

Variants (1) and (2) will initialise NEMD. Two distinct methods exist. Both methods
divide the simulation box into n_slab slabs that lie parallel to the x-y-plane and apply a
shear in x direction. The shear is applied in the top and the middle slabs. Note, that the
methods should be used with a DPD thermostat or in an NVE ensemble. Furthermore,
you should not use other special features like part fix or constraints inside the top
and middle slabs. For further reference on how NEMD is implemented into ESPResSo
see [49].

Variant (1) chooses the momentum exchange method. In this method, in each step the
n_exchange largest positive x-components of the velocity in the middle slab are selected
and exchanged with the n_ezchange largest negative x-components of the velocity in the
top slab.

Variant (2) chooses the shear-rate method. In this method, the targetted x-component
of the mean velocity in the top and middle slabs are given by

L
target_velocity = +shearrate ZZ (6.7)

where L, is the simulation box size in z-direction. During the integration, the x-
component of the mean velocities of the top and middle slabs are measured. Then,
the difference between the mean x-velocities and the target x-velocities are added to the
x-component of the velocities of the particles in the respective slabs.

Variant (3) will turn off NEMD, variant (4) will print usage information of the param-
eters of NEMD. Variant (5) will return the velocity profile of the system in x-direction
(mean velocity per slab).

Variant (6) will return the viscosity of the system, that is computed via

B F
YL, L,

n (6.8)

where F' is the mean force (momentum transfer per unit time) acting on the slab, L, L,
is the area of the slab and * is the shearrate.
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6.4. cellsystem: Setting up the cell system

This section deals with the flexible particle data organization of ESPResSo. Due to
different needs of different algorithms, ESPResSo is able to change the organization of
the particles in the computer memory, according to the needs of the used algorithms.
For details on the internal organization, refer to section [16.1 on page 201]

6.4.1. Domain decomposition

Syntax

| cellsystem domain_decomposition [-no_verlet_list]

Description

This selects the domain decomposition cell scheme, using Verlet lists for the calculation
of the interactions. If you specify -no_verlet_list, only the domain decomposition is
used, but not the Verlet lists.

The domain decomposition cellsystem is the default system and suits most applica-
tions with short ranged interactions. The particles are divided up spatially into small
compartments, the cells, such that the cell size is larger than the maximal interaction
range. In this case interactions only occur between particles in adjacent cells. Since
the interaction range should be much smaller than the total system size, leaving out
all interactions between non-adjacent cells can mean a tremendous speed-up. Moreover,
since for constant interaction range, the number of particles in a cell depends only on
the density. The number of interactions is therefore of the order N instead of order N2
if one has to calculate all pair interactions.

6.4.2. N-squared

Syntax

| cellsystem nsquare

Description

This selects the very primitive nsquared cellsystem, which calculates the interactions for
all particle pairs. Therefore it loops over all particles, giving an unfavorable computation
time scaling of N2. However, algorithms like MMM1D or the plain Coulomb interaction
in the cell model require the calculation of all pair interactions.

In a multiple processor environment, the nsquared cellsystem uses a simple particle
balancing scheme to have a nearly equal number of particles per CPU, i.e. n nodes have
m particles, and p—n nodes have m+1 particles, such that nxm+(p—n)*(m+1) = N,
the total number of particles. Therefore the computational load should be balanced
fairly equal among the nodes, with one exception: This code always uses one CPU for
the interaction between two different nodes. For an odd number of nodes, this is fine,
because the total number of interactions to calculate is a multiple of the number of
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nodes, but for an even number of nodes, for each of the p — 1 communication rounds,
one processor is idle.

E.g. for 2 processors, there are 3 interactions: 0-0, 1-1, 0-1. Naturally, 0-0 and 1-1 are
treated by processor 0 and 1, respectively. But the 0-1 interaction is treated by node 1
alone, so the workload for this node is twice as high. For 3 processors, the interactions
are 0-0, 1-1, 2-2, 0-1, 1-2, 0-2. Of these interactions, node 0 treats 0-0 and 0-2, node 1
treats 1-1 and 0-1, and node 2 treats 2-2 and 1-2.

Therefore it is highly recommended that you use nsquared only with an odd number
of nodes, if with multiple processors at all.

6.4.3. Layered cell system

Syntax

| cellsystem layered n_layers

Description

This selects the layered cell system, which is specifically designed for the needs of the
MMM2D algorithm. Basically it consists of a nsquared algorithm in x and y, but a
domain decomposition along z, i. e. the system is cut into equally sized layers along the
z axis. The current implementation allows for the cpus to align only along the z axis,
therefore the processor grid has to have the form 1x1xN. However, each processor may
be responsible for several layers, which is determined by n_layers, i. e. the system is
split into N*n _layers layers along the z axis. Since in x and y direction there are no
processor boundaries, the implementation is basically just a stripped down version of
the domain decomposition cellsystem.

6.5. CUDA

Syntax
(1) cuda list
(2) cuda setdevice id
(3) cuda getdevice

Description

This command can be used to choose the GPU for all subsequent GPU-computations.
Note that due to driver limitations, the GPU cannot be changed anymore after the first
GPU-using command has been issued, for example 1bfluid. If you do not choose the
GPU manually before that, CUDA internally chooses one, which is normally the most
powerful GPU available, but load-independent.

Variant (1) lists the available devices by their ids and brand names. Variant (2) allows
to choose the device by its id, which can be determined using cuda list, or for example
the deviceQuery example code in the CUDA SDK. Variant (3) finally gives the id of
the currently active GPU.
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6.6.

Creating bonds when particles collide

Please cite [7] (BIBTEX-key espresso?2 in file doc/ug/citations.bib) when using
dynamic bonding.

Syntax

(
(
(
(

[y

)

2)

4) on_collision [exception| bind_centers d bondl!
)

5

on_collision
on_collision off

on_collision [exception| bind_at_point_of_collision d bondl bond2
type

Description

With the help of the feature COLLISION_DETECTION, bonds between particles can be
created automatically during the simulation, every time two particles collide. This is
useful for simulations of chemical reactions and irreversible adhesion processes.

Two methods of binding are available:

bind_centers adds a bonded interaction between the colliding particles at the
first collision. This leads to the distance between the particles being fixed, the
particles can, however still slide around each other.

The parameters are as follows: d is the distance at which the bond is created.
bond1 denotes a pair bond and is the type of the bond created between the colliding
particles. Particles that are already bound by a bond of this type do not get a new
bond, in order to avoid creating multiple bonds.

bind_at_point_of_collision prevents sliding of the particles at the contact.
This is achieved by creating two virtual sites at the point of collision. They are
rigidly connectd to the colliding particles, respectively. A bond is then created
between the virtual sites, or an angular bond between the two real particles and
the virtual particles. In the latter case, the virtual particles are the centers of
the angle potentials (particle 2 in the description of the angle potential, see |5.5]).
Due to the rigid connection between each of the particles in the collision and its
respective virtual site, a sliding at the contact point is no longer possible. See
the documentation on rigid bodies for details. In addition to the bond between
the virtual sites, the bond between the colliding particles is also created. You
can either use a real bonded interaction to prevent wobbling around the point of
contact or you can use a virtual bond to prevent additional force contributions, at
the expense of RATTLE, see[5.3.4

The parameters d and bond! are the same as for the bind_centers method. bond2
determines the type of the bond created between the virtual sites (if applicable),
and can be either a pair or a triple (angle) bond. If it is a pair bond, it connects
the two virtual particles, otherwise it constraints the angle between the two real
particles around the virtual ones. type denotes the particle type of the virtual sites
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created at the point of collision (if applicable). Be sure not to define a short-ranged
interaction for this particle type, as two particles will be generated in the same
place.

The code can throw an exception (background error) in case two particles collide
for the first time, if the exception keyword is added to the invocation. In conjunc-
tion with the catch command of Tcl, this can be used to intercept the collision:

if {[catch {integrate 0} err]} {
foreach exception [lrange $err 2 end] {
if {[lrange $exception 0 2] == "collision between particles"} {
set i [lindex $exception 3]
set j [lindex $exception 5]
puts "particles $i and $j collided"
}
}
}

The following limitations currently apply for the collision detection:
e The method is currently limited to simulations with a single cpu
e No distinction is currently made between different particle types

e The “bind at point of collision” approach requires the VIRTUAL_SITES_RELATIVE
feature

e The “bind at point of collision” approach cannot handle collisions between virtual
sites

6.7. Catalytic Reactions

With the help of the feature CATALYTIC_REACTIONS, one can define three particle types
to act as reactant, catalyzer, and product. Using these reaction categories, we model
the following chemical reaction system:

rt = pr; (6.9)
rt pr, (6.10)

where the first line indicates that there is a reversible chemical reaction that converts
the reactant particles (rt) into product (pr) particles, leading to an equilibrium state.
The second line indicates that in the presence of a catalyst (ct) the forward reaction
pathway is favored, i.e., conversion of reactants into products. The equilibrium reaction
is described by the equilibrium constant

Koy = Feat _ [pr] (6.11)

e Keq,- [rt]’
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with [rt] and [pr] the reactant and product concentration and keq+ the forward and
backward reaction rate constants, respectively. The rate constants that specify the
change in concentration for the equilibrium and catalytic reaction are given by

dg;t] = kg [pr] — Koot Pt): (6.12)
WL g lrt) — b o) (6.13)
dirt]  dpt]

respectively.

In the current ESPResSo implementation we assume keq+ = keq- = k-eq and therefore
Keq = 1. The user can specify k_eq > 0 and k_ct = ke > 0. The former rate constant is
applied to all reactant and product particles in the system, whereas the latter is applied
only to the reactant particles in the vicinity of a catalyst particle. Reactant particles
that have a distance of r or less to at least one catalyzer particle are therefore converted
into product particles with rate constant k_eq+ k_ct. The conversion of particles is done
stochastically on the basis of the relevant rate constant (k > 0):

Peyy = 1 —exp (—kAR), (6.15)

with P,y the probability of the conversion and At the integration time step. If the
equilibrium rate constant is not specified it is assumed that k_eq = 0.

Syntax

(0) reaction reactant_type 7t catalyzer_type ct product_type pt range
r ct_rate k_ct [eq_rate k_eq] [react_once on/off]

(1) reaction off

(2) reaction print

Required features: CATALYTIC_REACTIONS

“The current implementation also requires the use of verlet lists and domain decomposi-
tion.

Description
e Variant (0) defines a reaction with particles of type number 7t as reactant, type ct
as catalyzer and type pt as productﬂ The catalytic reaction rate constant is given
by k_cf’] and to override the default rate constant for the equilibrium reaction

1Only one type of particle can be assigned to each of these three reaction species and no particle type
may be assigned to multiple species. That is, ESPResSo currently does not support particles of type 1
and 2 both to be reactants, nor can particles of type 1 be a reactant as well as a catalyst. Moreover,
only one of these reactions can be implemented in a single Tcl script. If, for instance, there is a
reaction involving particle types 1, 2, and 4, there cannot be a second reaction involving particles
of type 5, 6, and 8. It is however possible to modify the reaction properties for a given set of types
during the simulation.

2Currently only strictly positive values of the catalytic conversion rate constant are allowed. Setting
the value to zero is equivalent to reaction off.
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(k_eq = 0), one can specify it by k_eq. By default each reactant particle is checked
against each catalyst particle (react_once off ). However, when creating smooth
surfaces using many catalyst particles, it can be desirable to let the reaction rate
be independent of the surface density of these particles. That is, each particle has
a likelihood of reacting in the vicinity of the surface (distance is less than r) as
specified by the rate constant, i.e., not according to Peyt = 1—exp (—nkAt), with n
the number of local catalysts. To accomplish this, each reactant is considered only
once each time step by using the option react_once on. The reaction command
is set up such that the different properties may be influenced individually.

e Variant (1) disables the reaction. Note that at the moment, there can only be one
reaction in the simulation.

e Variant (2) returns the current reaction parameters.

In future versions of ESPResSo the capabilities of the CATALYTIC_REACTIONS feature
may be generalized to handle multiple reactant, catalyzer, and product types, as well
as more general reaction schemes. Other changes may involve merging the current
implementation with the COLLISION_DETECTION feature.

6.8. Galilei Transform and Particle Velocity Manipulation

The following commands may be useful in effecting the velocity of the system.

6.8.1. Particle motion and rotation

Syntax
kill_particle_motion [rotation]’

Required features: LroTaTION

Description

This command halts all particles in the current simulation, setting their velocities to
zero, as well as their angular momentum if the option rotation is specified and the
feature ROTATION has been compiled in.

6.8.2. Forces and torques acting on the particles

Syntax
kill_particle_forces [torques]!

Required features: IroTATION
Description

This command sets all forces on the particles to zero, as well as all torques if the option
torque is specified and the feature ROTATION has been compiled in.
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6.8.3. The centre of mass of the system

Syntax
| system_CMS

Description
Returns the center of mass of the whole system. It currently does not factor in the
density fluctuations of the Lattice-Boltzman fluid.

6.8.4. The centre-of-mass velocity

Syntax
| system_CMS_velocity

Description
Returns the velocity of the center of mass of the whole system.

6.8.5. The Galilei transform

Syntax

| galilei_transform

Description

Substracts the velocity of the center of mass of the whole system from every particle’s
velocity, thereby performing a Galilei transform into the reference frame of the center
of mass of the system. This transformation is useful for example in combination with
the DPD thermostat, since there, a drift in the velocity of the whole system leads to an
offset in the reported temperature.
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7. Running the simulation

7.1. integrate: Running the simulation

Syntax

1) integrate steps |recalc_forces| |reuse_forces
g
(2) integrate set [nvt]
(3) integrate set npt_isotropic pey piston [z y z| [-cubic_box]

Description

ESPResSo uses the Velocity Verlet algorithm for the integration of the equations of
motion. The command integrate with an integer steps as parameter integrates the
system for steps time steps.

Note that this implementation of the Velocity Verlet algorithm reuses forces, that is,
they are computed once in the middle of the time step, but used twice, at the beginning
and end. However, in the first time step after setting up, there are no forces present
yet. Therefore, ESPResSo has to compute them before the first time step. That has two
consequences: first, random forces are redrawn, resulting in a narrower distribution of
the random forces, which we compensate by stretching. Second, coupling forces of e. g.
the Lattice Boltzmann fluid cannot be computed and are therefore lacking in the first
half time step. In order to minimize these effects, ESPResSo has a quite conservative
heuristics to decide whether a change makes it necessary to recompute forces before
the first time step. Therefore, calling hundred times integrate 1 does the same as
integrate 100, apart from some small calling overhead.

However, for checkpointing, there is no way for ESPResSo to tell that the forces that
you read back in actually match the parameters that are set. Therefore, ESPResSo would
recompute the forces before the first time step, which makes it essentially impossible to
checkpoint LB simulations, where it is vital to keep the coupling forces. To work around
this, integrate has an additional parameter [reuse_forces|, which tells integrate to not
recalculate the forces for the first time step, but use that the values still stored with
the particles. Use this only if you are absolutely sure that the forces stored match your
current setup!

The opposite problem occurs when timing interactions: In this case, one would like
to recompute the forces, despite the fact that they are already correctly calculated. To
this aim, the option [recalc_forces] can be used to enforce force recalculation.

Two methods for the integration can be set: For an NVT ensemble (thermostat) and
for an NPT isotropic ensemble (barostat). The current method can be detected with
the command integrate set without any parameters.
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The NVT integrator is set without parameters (the temperature can be set with the
thermostat). For the NPT ensemble, the parameters that can be added are:

® pe,+ The external pressure as float variable. This parameter is required.
e piston The mass of the applied piston as float variable. This parameter is required.

e 1:y:z Three integers to set the box geometry for non-cubic boxes. This parameter
is optional.

e —cubic_box If this optional parameter is added, a cubic box is assumed.

7.2. time_integration: Runtime of the integration loop

Syntax

(1) time_integration

(2) time_integration steps
Description

This command runs the integration as would the integrate command and returns the
wall runtime in seconds.

7.3. change_volume: Changing the box volume

Syntax
(1) change_volume View
(2) change_volume Lyew ( x| v | 2 | xy2 )

Description

Changes the volume of either a cubic simulation box to the new volume Vye, or its
given x-/y-/z-/xyz-extension to the new box-length Ly, and isotropically adjusts the
particles coordinates as well. The function returns the new volume of the deformed
simulation box.

7.4. Stopping particles

Use the following functions, also see Section

e kill _particle_motion: halts all particles in the current simulation, setting their
velocities to zero, as well as their angular momentum if the feature ROTATION
has been compiled in.

e kill _particle_forces: sets all forces on the particles to zero, as well as all
torques if the feature ROTATION has been compiled in.
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7.5. velocities: Setting the velocities

Syntax

| velocities wumax [start pid] [count N]

Description

Sets the velocities of the particles with particle IDs between pid and pid+ N to a random
vector with a length less than vyax, and returns the absolute value of the total velocity
assigned. By default, all particles are affected.

7.6. Fixing the particle sorting

Syntax

| sort_particles

Description
Resorts the particles, making sure that

e the domain decomposition is strictly fullfilled, i.e. each particle is on the processor
and in the cell that its position belongs to

e the particles within each cell are ordered with ascending identity.

Both conditions together form a unique particle ordering. This is important when doing
checkpointing, because this makes sure that random numbers are applied in a specific
order. Therefore, after writing or reading a checkpoint, you should call sort_particles.

7.7. Parallel tempering

Syntax
parallel_tempering::main -rounds N -swap swap -perform perform
[-init init] [-values {7;}] [-connect master] [-port port]
[-load jnode] [~resrate Nieset] [~info info]

Description

This command can be used to run a parallel tempering simulation. Since the simulation
routines and the calculation of the swap probabilities are provided by the user, the
method is not limited to sampling in the temperature space. However, we assume in
the following that the sampled values are temperatures, and call them accordingly. It is
possible to use multiple processors via TCP/IP networking, but the number of processors
can be smaller than the number of temperatures.

Arguments
e swap specifies the name of the routine calculating the swap probability for a sys-
tem. The routine has to accept three parameters: the id of the system to evaluate,
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and two temperatures 7; and T». The routine should return a list containing
the energy of the system at temperatures T; and T2, respectively.

e perform specifies the name of the routine performing the simulation between two
swap tries. The routine has to accept two parameters: the id of the system to
propagate and the temperature T at which to run it. Return values are ignored.

e init specifies the name of a routine initializing a system. This routine can for
example create the particles, perform some intial equilibration or open output
files. The routine has to accept two parameters: the id of the system to initialize
and its initial temperature T. Return values are ignored.

e R specifies the number of swap trial rounds; in each round, neighboring temper-
atures are tried for swapping alternatingly, i.e. with four temperatures, The first
swap trial round tries to swap 1 <> 2 and 3 <> 4, the second round 2 < 3, and so
on.

e master the name of the host on which the parallel_tempering master node is run-
ning.

e port the TCP/IP port on which the parallel_tempering master should listen. This
defaults to 12000.

® jnode Specifies how many systems to run per ESPResSo-instance. If this is more
than 1, it is the user’s responsibility to manage the storage of configurations, see
below for examples. This defaults to 1.

® Rieset specifies after how many swap trial rounds to reset the counters for the
acceptance rate statistics. This defaults to 10.
e info specifies which output the parallel tempering code should produce:
none parallel tempering will be totally quiet, except for fatal errors
comm information on client activities, such as connecting, is printed to stderr

all print lots of information on swap energies and probabilities to stdout. This
is useful for debugging and quickly checking the acceptance rates.

This defaults to all.

Introduction

The basic idea of parallel tempering is to run N simulations with configurations Cj; in
parallel at different temperatures 77 < 15 < ... < Ty, and exchange configurations
between neighboring temperatures. This is done according to the Boltzmann rule, i.e.
the swap probability for two configurations A and B at two different parameters T and
T is given by

min (1, exp — [B(12)Ua(T2) + B(T1)Us(T1) — B(T1)Ua(T1) — B(T2)Us(12)]),  (7.1)

where Uc(T) denotes the potential energy of configuration C' at parameter 7" and 5(7")
the corresponding inverse temperature. If T is the temperature, Ug is indepedent of T,
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and S(T) =1/(kgT). In this case, the swap probability reduces to the textbook result
min(l,exp—[(l/Tg - 1/T1) (UA —UB) /kB] (72)

However, T' can also be chosen to be any other parameter, for example the Bjerrum
length, i.e. the the strength of the electrostatic interaction. In this case, S(T) = § is a
constant, but the energy Uc(T') of a configuration C' depends on 7', and one needs the
full expression . ESPResSo always uses this expression.

In practice, one does not swap configurations, but temperatures, simply because ex-
changing temperatures requires much less communication than exchanging the properties
of all particles.

Th ESPResSo implementation of parallel tempering repeatedly propagates all config-
urations C; and tries to swap neighboring temperatures. After the first propagation,
the routine attempts to swap temperatures 77 and 15, 73 and T4, and so on. After the
second propagation, swaps are attempted between temperatures T» and 73, T and T,
and so on. For the propagation, parallel tempering relies on a user routine; typically,
one will simply propagate the configuration by a few 100 MD time steps.

Details on usage and an example

The parallel tempering code has to be loaded explicitely by source "scripts/parallel_-
tempering.tcl" from the Espresso directory. To make use of the parallel tempering
tool, one needs to implement three methods: the propagation, the energy calculation
and an initialization routine for a configuration. A typical initialization routine will look
roughly like this:

proc init {id temp} {
# create output files for temperature temp
set f [open "out-$temp.dat" w]; close $f
init_particle_positions
thermostat langevin $temp 1.0
equilibration_integration
global config
set config($id) "{[part]l} [setmd time]"

b

The last two lines are only necessary if each instance of ESPResSo handles more than
one configuration, e.g. if you have 300 temperatures, but only 10 ESPResSo processes
(i.e.~load 30). In this case, all user provided routines need to save and restore the
configurations. Saving the time is not necessary because the simulation tine across swaps
is not meaningful anyways; it is however convenient for investigating the (temperature-
)history of individual configurations.

A typical propagation routine accordingly looks like this

proc perform {id templ} {
global config

99



particle delete
foreach p [lindex $config($id) 0] { eval part $p }
setmd time [lindex $config($id) 1]
thermostat langevin $temp 1.0
set £ [open "out-$temp.dat" al;
integrate 1000
puts $f "[setmd time] [analyze energy]"
close $f
set config($id) "{[part]} [setmd time]"
}

Again, the saving and storing of the current particle properties in the config array are
only necessary if there is more than one configuration per process. In practice, one will
rescale the velocities at the beginning of perform to match the current temperature,
otherwise the thermostat needs a short time to equilibrate. The energies necessary to
determine the swap probablility are calculated like this:

proc swap {id templ temp2} {
global config
particle delete
foreach p $config($id) { eval part $p }
set epot [expr [analyze energy total] - [analyze energy kinetic]]
return "[expr $epot/$templ] [expr $epot/$temp2]"
}

Note that only the potential energy is taken into account. The temperature enters only
indirectly through the inverse temperature prefactor, see Eqn. ((7.1).
The simulation is then started as follows. One of the processes runs the command

for {set T 0} {$T < 3} {set T [expr $T + 0.01]} {
lappend temperatures $T }

parallel_tempering::main -load 30 -values $temperatures -rounds 1000 \
-init init -swap swap -perform perform

This command turns the ESPResSo instance executing it into the master part of the
parallel tempering simulation. It waits until a sufficient number of clients has connected.
This are additional ESPResSo instances, which are identical to the master script, except
that they execute

parallel_tempering::main -connect $host -load 30 \
-init init -swap swap -perform perform

Here, host is a variable containing the TCP/IP hostname of the computer running
the master process. Note that the master process waits until enough processes have
connected to start the simulation. In the example, there are 300 temperatures, and each
process, including the master process, will deal with 30 of them. Therefore, 1 master
and 9 slave processes are required. For a typical queueing system, a starting routine
could look like this:
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master=
for h in $HOSTS; do

if [ "$master" == "" ]; then
ssh $h "cd run; ./pt_test.tcl"
master=$h;
else
ssh $h "cd run; ./pt_test.tcl -connect $host"
fi
done

where pt_test.tcl passes the —connect option on to parallel_tempering: :main.

Sharing data

Syntax

| parallel_tempering: :set_shareddata data

Description

can be used at any time by the master process to specify additional data that is available
on all processes of the parallel_tempering simulation. The data is accessible from all
processes as parallel_tempering: :shareddata

7.8. Metadynamics

Syntax
(1)
(2)
(3)

(4)

metadynamics
metadynamics
metadynamics
dbins
metadynamics

Zbins

set off

set distance pid; pids bwidth Jfbound

dmin dmax bheight

set relative_z pid; pids bwidth foound

Zmin  “Zmax bheight

()
(6)
(7)
(8)

metadynamics
metadynamics
metadynamics
metadynamics

print_stat current_coord
print_stat coord_values
print_stat profile
print_stat force

load_stat profile_list
METADYNAMICS

(9) metadynamics force _list

Required features:

Description

Performs metadynamics sampling. Metadynamics is an efficient scheme to calculate the
potential of mean force of a system as a function of a given reaction coordinate from
a canonical simulation. The user first chooses a reaction coordinate (e.g. distance)
between two particles (pid; and pidg). As the system samples values along this reaction
coordinate (here the distance between pid; and pids), an iterative biased force pulls the
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system away from the values of the reaction coordinate most sampled. Ultimately, the
system is driven in such a way that it self-diffuses along the reaction coordinate between
the two boundaries (here dyin and dpax). The potential of mean force (or free energy
profile) can be extracted by reading the profile.

Arguments
e pid; ID of the first particle involved in the metadynamics scheme.

e pids ID of the second particle involved in the metadynamics scheme.

® din, Zmin : Mminimum value of the reaction coordinate. While dy;, must be
positive (it’s a distance), znin can be negative since it’s the relative height of pid;
with respect to pids.

® dinax, Zmax : maximum value of the reaction coordinate.
® beignt height of the bias function.
® byiqtn width of the bias function.

® fiound Strength of the ramping force at the boundaries of the reaction coordinate
interval.

® diins, Zbins : Dumber of bins of the reaction coordinate.
e profile_list Tcl list of a previous metadynamics profile.

e force_list Tcl list of a previous metadynamics force.

Details on usage

Variant (1) returns the status of the metadynamics routine. Var